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A SYNTACTIC CHARACTERIZATION OF WEAKLY MAL’TSEV
VARIETIES

In memory of Pieter Hofstra

Nadja Egner, Pierre-Alain Jacqmin, and Nelson Martins-Ferreira

Abstract. The notion of a weakly Mal’tsev category, as it was introduced in 2008 by
the third author, is a generalization of the classical notion of a Mal’tsev category. It is
well-known that a variety of universal algebras is a Mal’tsev category if and only if its
theory admits a Mal’tsev term. In the main theorem of this paper, we prove a syntactic
characterization of the varieties that are weakly Mal’tsev categories. We apply our result
to the variety of distributive lattices which was known to be a weakly Mal’tsev category
before. By a result of Z. Janelidze and the third author, a finitely complete category
is weakly Mal’tsev if and only if any internal strong reflexive relation is an equivalence
relation. In the last part of this paper, we give a syntactic characterization of those
varieties in which any regular reflexive relation is an equivalence relation.

1. Introduction

The study of Mal’tsev categories originates with Mal’tsev’s paper [19] from 1954 where
he showed that, for a variety V of (finitary one-sorted) universal algebras, the composi-
tion of congruences on a fixed algebra is commutative if and only if the algebraic theory
of V contains a ternary term p(x, y, z) such that the two identities p(x, x, y) = y and
p(x, y, y) = x are satisfied. Such varieties are nowadays called Mal’tsev varieties (or 2-
permutable varieties) and a term p(x, y, z) as described above a Mal’tsev term. Examples
of Mal’tsev varieties are given by the varieties of groups, of rings, of Lie algebras and
of Heyting algebras. In [6] from 1990, Carboni, Lambek and Pedicchio introduced the
notion of a Mal’tsev category in the context of (Barr-)exact categories via the former
condition, and developed some aspects of non-abelian homological algebra. In this set-
ting, the commutativity of the composition of internal equivalence relations on a fixed
object is equivalent to any reflexive relation being an equivalence relation or any relation
being difunctional. In [7] from 1992, Carboni, Pedicchio and Pirovano defined Mal’tsev
categories in the finitely complete setting via the latter two, still equivalent, conditions.
In addition to the varietal examples given above, one can cite as examples of Mal’tsev
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categories the category of topological groups, any abelian category and the dual of any
elementary topos. We refer the reader to [4] for further details on the history of the
development of Mal’tsev categories.

Mal’tsev categories turned out to be a central concept in categorical algebra, especially
in the development of the notion of centrality of equivalence relations [26, 3]. Further
results in Mal’tsev categories were proved in the study of central extensions [16, 10, 9]
and homological lemmas such as the denormalized 3×3-lemma [2] which is, in the regular
context, equivalent to the weaker Goursat property (also known as 3-permutability). More
recently, some embedding theorems have been established for Mal’tsev categories [12, 13],
similar to the Freyd-Mitchell embedding theorem for abelian categories.

Weakly Mal’tsev categories were introduced by the third author in [21] as a general-
ization of the notion of a Mal’tsev category. It was shown in [1] that a Mal’tsev category
is exactly a finitely complete category C such that for any pullback diagram

X ×Z Y Y

X Z
f

r

gsp1 e1

p2

e2⌟
(1)

in C, where f and g are two split epimorphisms with respective splittings r and s, and p1
and p2 are the pullback projections, the canonical pullback injections e1 and e2 induced
by r and s, respectively, are jointly strongly epimorphic. In the finitely complete context,
this is equivalent to say that e1 and e2 are jointly extremally epimorphic. In [21], a
category C is called weakly Mal’tsev if it admits pullbacks of split epimorphisms along
split epimorphisms, and the pullback injections e1 and e2 in a diagram as (1) are jointly
epimorphic. A direct consequence of this definition is that a reflexive graph

C1 C0

c

d

e

in a weakly Mal’tsev category admits at most one multiplicative graph structure. This
means that there exists at most one "composition" map m : C2 → C1, where C2 is the
pullback

C2 C1

C1 C0
d

e

cep1 e1

p2

e2⌟

of d along c, such that
me1 = 1C1 = me2
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holds, where e1, e2 are the pullback injections induced by the common splitting e of d
and c. Furthermore, one can show that every multiplicative graph in a weakly Mal’tsev
category yields automatically an internal category, i.e., m satisfies the usual identity
and associativity axioms internally. However, an internal category in a weakly Mal’tsev
category can fail to yield an internal groupoid as it is the case for Mal’tsev categories
[21, 25]. This means that there are internal categories

C2 C1 C0
m

d

c

e

in certain weakly Mal’tsev categories that do not allow for an "inverse" map i : C1 → C1.
A (finitary one-sorted) variety V of universal algebras is a Mal’tsev category if and only

if its theory contains a ternary term p(x, y, z) such that the equations p(x, x, y) = y and
p(x, y, y) = x are satisfied in V [19, 20]. Surprisingly, no similar syntactic characterization
of weakly Mal’tsev varieties was proved. The main purpose of this paper is to establish
such a syntactic characterization (Theorem 3.5). In contrast to Mal’tsev varieties where
we have one ternary term p(x, y, z) which fulfills certain identities, we get that a variety
V is a weakly Mal’tsev category if and only if there exist integers k,m,N ⩾ 0, binary
terms f1, g1, . . . , fk, gk, ternary terms p1, . . . , pm, (2(k + 2m + 1))-ary terms s1, . . . , sN ,
(2(k + m + 2))-ary terms σ1, . . . , σN+1 and, for all i ∈ {1, . . . , N + 1}, (k + m + 1)-ary
terms η(i)1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 that satisfy certain equations. This phenomenon of having the

number of terms or their arities not being fixed in a syntactic characterization also occurs
for congruence distributive [18], congruence modular [8, 11] and protomodular varieties [5].

Two (quasi-)algebraic examples of weakly Mal’tsev categories that are not Mal’tsev
are given by the category of commutative monoids with cancellation [21] and the category
of distributive lattices [22], see also [23] for examples of co-weakly Mal’tsev categories,
i.e., categories whose dual category is weakly Mal’tsev. We will apply our main result to
the variety of distributive lattices.

Let us briefly describe the strategy we used to find the syntactic characterization
of weakly Mal’tsev varieties. The first step was to look for the right formulation of the
property of being a weakly Mal’tsev category and apply it to the right diagram made from
free algebras in the variety. In order to do so, we expressed the property, in the finitely
complete and cocomplete context, as the property that for each pair of split epimorphisms
f and g with common codomain and respective sections r and s, considering the pullback
diagram (1) and the cokernel pair

X + Y X ×Z Y Q
[e1,e2] q1

q2

of the induced morphism [e1, e2] from the coproduct X+Y , one has q1 = q2. This property
is of the type studied in [14] (generalizing in some context the type of properties studied
in [15] of which the Mal’tsev property is an example). Using the results from [14], we
immediately get that, for a variety V, it is equivalent to only consider the particular case
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of the pullback

P F(x, y)

F(x, y) F(x),
r

f

fse1p1

p2

e2⌟

where f is the unique morphism from the free algebra on two generators to the free algebra
on one generator such that f(x) = x = f(y), r is the unique morphism such that r(x) = x
and s is the unique morphism such that s(x) = y. Furthermore, Theorem 4.1 in [14] tells
us that the variety V is weakly Mal’tsev if and only if q1(y, x) = q2(y, x), where (q1, q2) is
the cokernel pair of [e1, e2] : F(x, y) + F(x, y) → P

F(x, y) + F(x, y) P Q
[e1,e2] q1

q2

and where (y, x) ∈ P is the unique element such that p1(y, x) = y and p2(y, x) = x. For
the sake of completeness, we reprove this result here for this specific property instead of
applying the results of [14] (Lemma 3.4).

The second part of the proof consists in identifying the terms whose existence is
equivalent to the equality q1(y, x) = q2(y, x). In order to do so, we use the description
of q1 and q2 by means of the coequalizer q of the two maps ι1[e1, e2] and ι2[e1, e2], where
ι1, ι2 are the two coproduct inclusions from P to P + P :

F(x, y) + F(x, y)
[e1,e2]

//

[e1,e2]

��

P

ι2

��

q2

��

P ι1
//

q1 00

P + P
q

##

Q

We thus think of Q as a quotient of P + P which itself can be constructed as a quotient
of the free algebra F(UP + UP ) on the disjoint union of two copies of the underlying set
UP of P .

The term condition we obtain by ‘brute-force description’ of the equality q1(y, x) =
q2(y, x) is unfortunately very long and complex. The final step of the proof is to simplify
this characterization in order to get an equivalent formulation of it which is easier to get
intuition of.

The paper is structured as follows. In Section 2, we recall the necessary material
for our main theorem. In particular, we recall the description of the coproduct of two
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non-empty algebras A and B in a variety V of universal algebras (Section 2.1) and some
characterizations of Mal’tsev and weakly Mal’tsev categories in the finitely complete con-
text (Section 2.3). Section 3 proves our syntactic characterization of weakly Mal’tsev
varieties (Theorem 3.5). Furthermore, in Example 3.7, we give the weakly Mal’tsev terms
for the variety of distributive lattices. Finally, we show that a slight variation of Theo-
rem 3.5 yields a syntactic characterization of the varieties in which any reflexive regular
relation is an equivalence relation (Theorem 4.6).

Terminology: In this paper, all varieties of universal algebras are understood to be
finitary and one-sorted.
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2. Preliminaries

2.1. Coproduct of two algebras. As we will need it in the proof of our main
result, we recall a description of the coproduct of two non-empty algebras A and B in
a variety V of universal algebras. We denote by U : V → Set the forgetful functor and
F : Set → V the free functor. Then the coproduct A + B is given by the quotient of the
free algebra F(UA + UB) on the disjoint union of the underlying sets of A and B with
respect to the smallest congruence C that turns the two set-theoretic functions i1 : A →
F(UA+ UB) and i2 : B → F(UA+ UB), that interpret elements of A and B as variables,
into morphisms in V. More precisely, C is the congruence generated by all pairs of the
form (i1(ω

A(a1, . . . , ak)), ω(i1(a1), . . . , i1(ak))) or (i2(ωB(b1, . . . , bk)), ω(i2(b1), . . . , i2(bk))),
where k ⩾ 0 is an integer, a1, . . . , ak ∈ A and b1, . . . , bk ∈ B are elements, and ω is a k-ary
operation of V. Here ωA represents the realization of ω as a function ωA : Ak → A and
similarly for ωB. In the following, we will omit the functions i1 and i2. Given integers
k, ℓ ⩾ 0, elements a1, . . . , ak ∈ A and b1, . . . , bℓ ∈ B, and a (k + ℓ)-ary term s, we have
that

s(ι1(a1), . . . , ι1(ak), ι2(b1), . . . , ι2(bℓ)) = [s(a1, . . . , ak, b1, . . . , bℓ)], (2)

where ι1 : A→ F(UA+UB)/C and ι2 : B → F(UA+UB)/C are the coproduct inclusions
induced by i1 and i2 respectively, and [·] denotes the equivalence class of an element in
F(UA+UB) with respect to C. Given another algebra D, and morphisms f : A→ D and
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g : B → D, the unique morphism φ : F(UA+UB)/C → D such that φι1 = f and φι2 = g
is given by

φ([s(a1, . . . , ak, b1, . . . , bℓ)]) := sD(f(a1), . . . , f(ak), g(b1), . . . , g(bℓ)).

Alternatively, we consider the congruence C ′ on F(UA+UB) generated by the relation ∼
given by all pairs of the form

(τ(a1, . . . , am, b1, . . . , bn, µ1(a1, . . . , am), µ2(b1, . . . , bn)),

τ(a1, . . . , am, b1, . . . , bn, λ1(a1, . . . , am), λ2(b1, . . . , bn))),

where m,n ⩾ 0 are integers, a1, . . . , am ∈ A and b1 . . . , bn ∈ B are elements, µ1, λ1 are
m-ary terms, µ2, λ2 are n-ary terms and τ is an (m+ n+ 2)-ary term with

µA1 (a1, . . . , am) = λA1 (a1, . . . , am),

µB2 (b1, . . . , bn) = λB2 (b1, . . . , bn).

Since A and B are supposed to be non-empty, the relation ∼ is reflexive. Furthermore, it
is symmetric. We state the following classical results.

2.2. Proposition. Let A and B be two non-empty algebras in V.

1. The two congruences C and C ′ on F(UA+ UB) are equal.

2. The congruence C ′ is given by the transitive closure of ∼.

2.3. (Weakly) Mal’tsev categories. Let us recall some characterizations of Mal’tsev
categories in the finitely complete context.

2.4. Definition. [Mal’tsev category [7]] Let C be a finitely complete category. We call
C a Mal’tsev category if any reflexive relation r : R ↣ X × X in C is an equivalence
relation.

We recall that a relation R ⊆ X × Y between two sets X and Y is called difunc-
tional [27] if, for given elements x, x′ ∈ X and y, y′ ∈ Y , the conditions xRy, x′Ry,
x′Ry′ imply that xRy′. This can be immediately generalized to relations in an arbitrary
category using generalized elements.

2.5. Proposition. [7] Let C be a finitely complete category. Then the following condi-
tions are equivalent:

1. The category C is a Mal’tsev category.

2. Any reflexive relation r : R ↣ X ×X in C is symmetric.

3. Any reflexive relation r : R ↣ X ×X in C is transitive.

4. Any relation r : R ↣ X ×X in C is difunctional.
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In the following, we will also use another characterization of those finitely complete
categories which are Mal’tsev categories. Let f : X → Z and g : Y → Z be two split
epimorphisms in a finitely complete category C with splittings r : Z → X and s : Z → Y
respectively, i.e., fr = 1Z = gs. We consider the pullback

X ×Z Y Y

X Z
f

r

gsp1 e1

p2

e2⌟
(3)

of f along g. Let e1 : X → X ×Z Y and e2 : Y → X ×Z Y be the unique morphisms such
that

p1e1 = 1X , p2e1 = sf,

p1e2 = rg, p2e2 = 1Y .

2.6. Proposition. [1] Let C be a finitely complete category. Then the following condi-
tions are equivalent:

1. The category C is a Mal’tsev category.

2. For any Diagram (3) in C, the morphisms e1 : X → X ×Z Y and e2 : Y → X ×Z Y
are jointly extremally epimorphic, i.e., if there exist an object M and morphisms
f1 : X → M , f2 : Y → M and a monomorphism m : M ↣ X ×Z Y such that
mfi = ei for each i ∈ {1, 2}, then m is an isomorphism.

A direct generalization of this characterization of Mal’tsev categories gives rise to the
notion of a weakly Mal’tsev category.

2.7. Definition. [Weakly Mal’tsev category [21]] Let C be a category. We call C a weakly
Mal’tsev category if the following conditions hold:

1. The category C possesses all pullbacks of split epimorphisms along split epimor-
phisms.

2. For any Diagram (3) in C, the morphisms e1 : X → X ×Z Y and e2 : Y → X ×Z Y
are jointly epimorphic, i.e, given an object A and morphisms u, v : X ×Z Y → A
such that ue1 = ve1 and ue2 = ve2, then u = v.

We call a relation r : R ↣ X × Y strong if it is a strong monomorphism, i.e., for any
epimorphism e : A↠ B and morphisms a : A→ R and b : B → X×Y such that the outer
part of the diagram

A B

R X × Yr

e

a b
d
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commutes, there exists a unique morphism d : B → R such that de = a and rd = b.

2.8. Proposition. [17] Let C be a finitely complete category. Then the following condi-
tions are equivalent:

1. The category C is a weakly Mal’tsev category.

2. Any reflexive strong relation r : R ↣ X ×X in C is an equivalence relation.

3. Any reflexive strong relation r : R ↣ X ×X in C is symmetric.

4. Any reflexive strong relation r : R ↣ X ×X in C is transitive.

5. Any strong relation r : R ↣ X ×X in C is difunctional.

3. Weakly Mal’tsev varieties

Our aim is to find a syntactic characterization of the varieties which are weakly Mal’tsev
categories. Let us recall the classical theorem of Mal’tsev which identifies all the varieties
that are Mal’tsev categories.

3.1. Theorem. [Mal’tsev’s theorem [19, 20]] Let V be a variety. The category V is
Mal’tsev if and only if there exists a ternary term p ∈ F(x, y, z) such that p(x, x, y) = y
and p(x, y, y) = x.

We recall a proof of Mal’tsev’s theorem which relies on the characterization of Mal’tsev
categories as those finitely complete categories in which the canonical inclusions into
a pullback of split epimorphisms are jointly extremally epimorphic that we recalled in
Proposition 2.6. We will then adapt it for the case of weakly Mal’tsev categories. Let us
consider the pullback

P F(x, y)

F(x, y) F(x),
r

f

fse1p1

p2

e2⌟

where F(x) and F(x, y) are the free algebras on the variables x and x, y respectively, f
is the unique morphism such that f(x) = x = f(y), r is the unique morphism such
that r(x) = x and s is the unique morphism such that s(x) = y. It is clear that both
r and s yield splittings of f . The arrows p1, p2 are the pullback projections and e1, e2
are the canonical pullback injections. The algebra P is given by all the pairs (t1, t2) ∈
F(x, y)×F(x, y) of binary terms such that the equation t1(x, x) = t2(x, x) holds in V. We
note that, since varieties are cocomplete regular categories, the condition that e1, e2 are
jointly extremally epimorphic is equivalent to the condition that their induced morphism
[e1, e2] : F(x, y) + F(x, y) → P is a regular epimorphism, i.e., a surjective homomorphism.
We split the proof of Mal’tsev’s theorem into two parts (Lemmas 3.2 and 3.3).
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3.2. Lemma. The variety V is a Mal’tsev category if and only if (y, x) ∈ Im([e1, e2]).

Proof. "⇒": If V is a Mal’tsev category, the map [e1, e2] is a surjection. The claim
follows since clearly (y, x) ∈ P .

"⇐": Let

P ′ B

A C
r′

f ′

g′s′p′1 e′1

p′2

e′2⌟
(4)

be a pullback of split epimorphisms f ′, g′ in V with r′, s′ the respective splittings and
e′1, e

′
2 the canonical inclusions. We show that [e′1, e

′
2] : A + B → P ′ is surjective. To this

end, let (a, b) ∈ P ′ = {(a′, b′) ∈ A×B | f ′(a′) = g′(b′)} be arbitrary. It is easy to see that
the unique morphism α : F(x, y) → A such that α(x) = r′f ′(a) and α(y) = a, and the
unique morphism β : F(x, y) → B such that β(x) = b and β(y) = s′g′(b) induce a unique
morphism δ : P → P ′ such that the cube

P

p1

��

p2
//

δ

++

F(x, y)
e2

oo

f

��

β

**

P ′

p′1

��

p′2 // B
e′2

oo

g′

��

F(x, y)
f

//

e1

OO

α

++

F(x)

s

OO

roo

γ

**

A

e′1

OO

f ′
// C

r′oo

s′

OO

‘reasonably’ commutes, where γ : F(x) → C is the unique morphism such that γ(x) =
f ′(a) = g′(b). Hence we get the commutative diagram

F(x, y) + F(x, y) P

A+B P ′.

α+β

[e1,e2]

δ

[e′1,e
′
2]

(5)

By assumption, there exists X ∈ F(x, y) + F(x, y) with [e1, e2](X) = (y, x). Thus,

(a, b) = δ(y, x) = δ[e1, e2](X) = [e′1, e
′
2](α + β)(X) ∈ Im([e′1, e

′
2]),

which proves that [e′1, e
′
2] is surjective since (a, b) was arbitrary in P ′.
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3.3. Lemma. The image of [e1, e2] : F(x, y) + F(x, y) → P contains (y, x) if and only if
there exists a ternary term p ∈ F(x, y, z) such that p(x, x, y) = y and p(x, y, y) = x.

Proof. We show that

Im([e1, e2]) = {(p(x, x, y), p(x, y, y)) | p ∈ F(x, y, z)}, (6)

which implies the claim.
"⊇": We know that (x, x) = e2(x), (x, y) = e1(x) = e2(y) and (y, y) = e1(y) are in

Im([e1, e2]). Hence, given a ternary term p ∈ F(x, y, z),

(p(x, x, y), p(x, y, y)) = p((x, x), (x, y), (y, y))

lies also in the subalgebra Im([e1, e2]) ⊆ P .
"⊆": By Equation (2), we know that we can write an arbitrary element of F(x, y) +

F(x, y) as
τ(ι1(s1), . . . , ι1(sk), ι2(t1), . . . , ι2(tℓ))

where k, ℓ ⩾ 0 are integers, s1, . . . , sk, t1, . . . , tℓ ∈ F(x, y), ι1, ι2 : F(x, y) → F(x, y)+F(x, y)
are the coproduct inclusions of F(x, y) + F(x, y) and τ is a (k+ ℓ)-ary term. We compute

[e1, e2]
(
τ
(
ι1(s1), . . . , ι1(sk), ι2(t1), . . . , ι2(tℓ)

))
= τ

(
[e1, e2]

(
ι1(s1)

)
, . . . , [e1, e2]

(
ι1(sk)

)
, [e1, e2]

(
ι2(t1)

)
, . . . , [e1, e2]

(
ι2(tℓ)

))
= τ

(
e1(s1), . . . , e1(sk), e2(t1), . . . , e2(tℓ)

)
= τ

(
s1
(
e1(x), e1(y)

)
, . . . , sk

(
e1(x), e1(y)

)
, t1(e2(x), e2(y)), . . . , tℓ(e2(x), e2(y))

)
= τ

(
s1
(
(x, y), (y, y)

)
, . . . , sk

(
(x, y), (y, y)

)
, t1

(
(x, x), (x, y)

)
, . . . , tℓ

(
(x, x), (x, y)

))
= τ

((
s1(x, y), s1(y, y)

)
, . . . ,

(
sk(x, y), sk(y, y)

)
,
(
t1(x, x), t1(x, y)

)
, . . . ,

(
tℓ(x, x), tℓ(x, y)

))
=

(
τ
(
s1(x, y), . . . , sk(x, y), t1(x, x), . . . , tℓ(x, x)

)
,

τ
(
s1(y, y), . . . , sk(y, y), t1(x, y), . . . , tℓ(x, y)

))
=

(
p(x, x, y), p(x, y, y)

)
,

where we set p(x, y, z) := τ(s1(y, z), . . . , sk(y, z), t1(x, y), . . . , tℓ(x, y)). Hence the claim is
proven.

If the variety V is a weakly Mal’tsev category, the morphism [e1, e2] : F(x, y)+F(x, y) →
P is only an epimorphism. Let us consider its cokernel pair

F(x, y) + F(x, y) P Q.
[e1,e2] q1

q2

3.4. Lemma. The variety V is a weakly Mal’tsev category if and only if q1(y, x) = q2(y, x).
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Proof. "⇒": If V is a weakly Mal’tsev category, the arrow [e1, e2] is an epimorphism.
Hence q1 = q2.

"⇐": As in the proof of Lemma 3.2, we consider a general pullback of split epimor-
phisms in V as in Diagram (4). We show that [e′1, e

′
2] is an epimorphism. Let (a, b) ∈ P ′

be arbitrary. We consider the extended version

F(x, y) + F(x, y) P Q

A+B P ′ Q′

α+β

[e1,e2]

δ

[e′1,e
′
2]

q1

q′1

ρ

q2

q′2

of Diagram (5), where (Q′, q′1, q
′
2) is the cokernel pair of [e′1, e

′
2] and ρ : Q → Q′ is the

unique morphism such that ρqi = q′iδ for each i ∈ {1, 2}. We have that

q′1(a, b) = q′1δ(y, x) = ρq1(y, x) = ρq2(y, x) = q′2δ(y, x) = q′2(a, b).

Hence q′1 = q′2 and the claim is proven.

We are now ready to state and prove our main theorem.

3.5. Theorem. A finitary one-sorted variety V of universal algebras is a weakly Mal’tsev
category if and only if there exist integers k,m,N ⩾ 0, binary terms f1, g1, . . . , fk, gk ∈
F(x, y), ternary terms p1, . . . , pm ∈ F(x, y, z), (2(k + 2m + 1))-ary terms s1, . . . , sN ,
(2(k +m+ 2))-ary terms σ1, . . . , σN+1 and, for all i ∈ {1, . . . , N + 1}, (k + m + 1)-ary
terms η(i)1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 such that the following identities (on variables x, y, u, u′, v1, . . . , vk,

v′1, . . . , v
′
k, w1, . . . , wm and w′

1, . . . , w
′
m) hold, where we write v⃗ for v1, . . . , vk and w⃗ for

w1, . . . , wm, and analogously for v⃗′ and w⃗′:

fi(x, x) = gi(x, x) (7)

for all i ∈ {1, . . . , k};

η(i)α (y, f1(x, y), . . . , fk(x, y), p1(x, x, y), . . . , pm(x, x, y))

=ϵ(i)α (y, f1(x, y), . . . , fk(x, y), p1(x, x, y), . . . , pm(x, x, y)), (8a)

η(i)α (x, g1(x, y), . . . , gk(x, y), p1(x, y, y), . . . , pm(x, y, y))

=ϵ(i)α (x, g1(x, y), . . . , gk(x, y), p1(x, y, y), . . . , pm(x, y, y)), (8b)

for all i ∈ {1, . . . , N + 1} and α ∈ {1, 2};

σi(u, v⃗, w⃗, u
′, v⃗′, w⃗′, ϵ

(i)
1 (u, v⃗, w⃗), ϵ

(i)
2 (u′, v⃗′, w⃗′))

=si(u, v⃗, w⃗, w⃗, u
′, v⃗′, w⃗′, w⃗′), (9a)
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si(u, v⃗, w⃗, w⃗
′, u′, v⃗′, w⃗′, w⃗)

=σi+1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, η

(i+1)
1 (u, v⃗, w⃗), η

(i+1)
2 (u′, v⃗′, w⃗′)), (9b)

for all i ∈ {1, . . . , N} and

u = σ1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, η

(1)
1 (u, v⃗, w⃗), η

(1)
2 (u′, v⃗′, w⃗′)), (10a)

u′ = σN+1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, ϵ

(N+1)
1 (u, v⃗, w⃗), ϵ

(N+1)
2 (u′, v⃗′, w⃗′)). (10b)

Note that, in comparison to Equation (9a), the second occurrences of w⃗ and w⃗′ in the
term si are swapped in Equation (9b).

Proof. We start by showing that if V is a weakly Mal’tsev category, then the terms
mentioned in the statement exist. We first treat the case where V is a Mal’tsev category
separately. If a Mal’tsev term p ∈ F(x, y, z), which fulfills p(x, x, y) = y and p(x, y, y) = x,
exists, we can easily construct terms that satisfy the requirements of the theorem. We
can choose for instance k to be 0 and m,N to be 1, and we can set

p1(x, y, z) := p(x, y, z),

s1(u,w, w̃, u
′, w′, w̃′) := w̃,

σ1(u,w, u
′, w′, a, b) := a,

σ2(u,w, u
′, w′, a, b) := b,

η
(1)
1 (u,w) := ϵ

(2)
2 (u,w) := u,

ϵ
(1)
1 (u,w) := η

(2)
2 (u,w) := w.

Then the binary terms η(1)2 , ϵ
(1)
2 , η(2)1 , ϵ

(2)
1 have only to satisfy the Equations (8), which can

easily be attained.
Let us now suppose that V is a weakly Mal’tsev variety but not a Mal’tsev variety.

By Lemma 3.4, we know that V is weakly Mal’tsev if and only if q1(y, x) = q2(y, x). We
construct the cokernel pair (q1, q2 : P → Q) of the map [e1, e2] : F(x, y) + F(x, y) → P by
means of the coequalizer q of the maps ι1[e1, e2], ι2[e1, e2], where ι1, ι2 are the coproduct
inclusions into P + P , as in the following diagram:

F(x, y) + F(x, y)
[e1,e2]

//

[e1,e2]

��

P

ι2

��

q2

��

P ι1
//

q1 00

P + P
q

##

Q
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The algebra Q is given by the quotient of P + P with respect to, due to Equation (6),
the smallest congruence C ⊆ (P + P )2 containing the subset

S :=
{(
ι1
(
p(x, x, y), p(x, y, y)

)
, ι2

(
p(x, x, y), p(x, y, y)

))
∈ (P + P )2 | p ∈ F(x, y, z)

}
.

More precisely, we first define the subset

SS :=
{(
ι1
(
p(x, x, y), p(x, y, y)

)
, ι2

(
p(x, x, y), p(x, y, y)

))
∈ (P + P )2 | p ∈ F(x, y, z)

}
∪
{(
ι2
(
p(x, x, y), p(x, y, y)

)
, ι1

(
p(x, x, y), p(x, y, y)

))
∈ (P + P )2 | p ∈ F(x, y, z)

}
,

which yields the smallest symmetric relation on P + P containing S. Secondly, we define

SSR := SS ∪ {(X,X) ∈ (P + P )2 | X ∈ P + P},

which yields the smallest reflexive symmetric relation on P + P containing S. Thirdly,
we define

SSRO := {t((X1, Y1), . . . , (Xn, Yn)) ∈ (P + P )2 |n ⩾ 0 is an integer,
(X1, Y1), . . . , (Xn, Yn) ∈ SSR

and t is an n-ary term},

yielding the smallest symmetric reflexive relation on P +P containing S and being closed
under operations. Fourthly, we define

SSROT := {(X, Y ) ∈ (P + P )2 | there exists an integer n ⩾ 1 and X1, . . . , Xn+1 ∈ P + P

such that (X1, X2), (X2, X3), . . . , (Xn, Xn+1) ∈ SSRO

and X = X1 and Xn+1 = Y }

to be the transitive closure of SSRO. It is well-known and easy to prove that C coincides
with SSROT. Thus, the condition q1(y, x) = q2(y, x) is equivalent to

(
ι1(y, x), ι2(y, x)

)
∈

SSROT. This means that there exist an integer n ⩾ 1 and elements X1, . . . , Xn+1 ∈ P +P
such that

(X1, X2), (X2, X3), . . . , (Xn−1, Xn), (Xn, Xn+1) ∈ SSRO,

ι1(y, x) = X1 and Xn+1 = ι2(y, x). For i ∈ {1, . . . , n}, the condition (Xi, Xi+1) ∈ SSRO

means that there exist an integer ai ⩾ 0, elements (X
(i)
1 , Y

(i)
1 ), . . . , (X

(i)
ai , Y

(i)
ai ) ∈ SSR and

an ai-ary term ti such that

(Xi, Xi+1) = (ti(X
(i)
1 , . . . , X(i)

ai
), ti(Y

(i)
1 , . . . , Y (i)

ai
)).

By definition of SSR, each pair (X
(i)
j , Y

(i)
j ) is either of the form(

ι1
(
p
(i)
j (x, x, y), p

(i)
j (x, y, y)

)
, ι2

(
p
(i)
j (x, x, y), p

(i)
j (x, y, y)

))
,
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where p(i)j ∈ F(x, y, z), of the form(
ι2
(
q
(i)
j (x, x, y), q

(i)
j (x, y, y)

)
, ι1

(
q
(i)
j (x, x, y), q

(i)
j (x, y, y)

))
,

where q(i)j ∈ F(x, y, z), or of the form

(Z
(i)
j , Z

(i)
j ),

where Z(i)
j = X

(i)
j = Y

(i)
j ∈ P +P . Hence we see that, by possibly permuting the variables

in the term ti, the condition (Xi, Xi+1) ∈ SSRO is equivalent to the existence of integers
mi,m

′
i,m

′′
i ⩾ 0, ternary terms p(i)1 , . . . , p

(i)
mi and q

(i)
1 , . . . , q

(i)

m′
i
, elements Z(i)

1 , . . . , Z
(i)

m′′
i
∈

P + P and an (mi +m′
i +m′′

i )-ary term ti such that the identities

Xi = ti

(
Z

(i)
1 , . . . , Z

(i)

m′′
i
,

ι1
(
p
(i)
1 (x, x, y), p

(i)
1 (x, y, y)

)
, . . . , ι1

(
p(i)mi

(x, x, y), p(i)mi
(x, y, y)

)
,

ι2
(
q
(i)
1 (x, x, y), q

(i)
1 (x, y, y)

)
, . . . , ι2

(
q
(i)

m′
i
(x, x, y), q

(i)

m′
i
(x, y, y)

))
and

Xi+1 = ti

(
Z

(i)
1 , . . . , Z

(i)

m′′
i
,

ι2
(
p
(i)
1 (x, x, y), p

(i)
1 (x, y, y)

)
, . . . , ι2

(
p(i)mi

(x, x, y), p(i)mi
(x, y, y)

)
,

ι1
(
q
(i)
1 (x, x, y), q

(i)
1 (x, y, y)

)
, . . . , ι1

(
q
(i)

m′
i
(x, x, y), q

(i)

m′
i
(x, y, y)

))
hold in P + P . Given a term t ∈ F(x1, . . . , xv), where v ⩾ 0 is an integer, we can add
a variable xv+1 to t in the sense that we define a term t′ ∈ F(x1, . . . , xv+1) by setting
t′(x1, . . . , xv+1) := t(x1, . . . , xv). In this spirit, we can consider the unions⋃

i∈{1,...,n}

{p(i)j | j ∈ {1, . . . ,mi}},

⋃
i∈{1,...,n}

{q(i)j | j ∈ {1, . . . ,m′
i}}

and ⋃
i∈{1,...,n}

{Z(i)
j | j ∈ {1, . . . ,m′′

i }},

and assume, without loss of generality, that m1 = · · · = mn =: m, m′
1 = · · · = m′

n =: m′

and m′′
1 = · · · = m′′

n =: m′′. Hence we can omit the upper index from the elements
p
(i)
j , q

(i)
j , Z

(i)
j . Furthermore, by looking at the union

{pj | j ∈ {1, . . . ,m}} ∪ {qj | j ∈ {1, . . . ,m′}},
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we can assume, without loss of generality, that m = m′ and pj = qj for all j ∈ {1, . . . ,m}.
Thus, the condition that (Xi, Xi+1) ∈ SSRO for all i ∈ {1, . . . , n} is equivalent to the
existence of integers m,m′′ ⩾ 0, terms p1, . . . , pm ∈ F(x, y, z), elements Z1, . . . , Zm′′ ∈
P + P and (2m+m′′)-ary terms t1, . . . , tn such that the identities

Xi = ti

(
Z1, . . . , Zm′′ , (11)

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

))
and

Xi+1 = ti

(
Z1, . . . , Zm′′ , (12)

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

))
hold in P + P for all i ∈ {1, . . . , n}. By Equation (2), there exist, for all i ∈ {1, . . . ,m′′},
integers k̂i, k̃i ⩾ 0, elements (f̂

(i)
1 , ĝ

(i)
1 ), . . . , (f̂

(i)

k̂i
, ĝ

(i)

k̂i
) and (f̃

(i)
1 , g̃

(i)
1 ), . . . , (f̃

(i)

k̃i
, g̃

(i)

k̃i
) in P ,

and a (k̂i + k̃i)-ary term si such that

Zi = si
(
ι1(f̂

(i)
1 , ĝ

(i)
1 ), . . . , ι1(f̂

(i)

k̂i
, ĝ

(i)

k̂i
), ι2(f̃

(i)
1 , g̃

(i)
1 ), . . . , ι2(f̃

(i)

k̃i
, g̃

(i)

k̃i
)
)
.

Proceeding analogously as we did for the p(i)1 , . . . , p
(i)
mi and q(i)1 , . . . , q

(i)

m′
i
from above, we can

first assume, without loss of generality, that k̂1 = · · · = k̂m′′ =: k̂ and k̃1 = · · · = k̃m′′ =: k̃
and omit the upper index from the elements f̂ (i)

j , ĝ
(i)
j , f̃

(i)
j , g̃

(i)
j , and then that k̂ = k̃ =: k,

and f̂j = f̃j and ĝj = g̃j for all j ∈ {1, . . . , k}. In a next step, we see that we can assume
without loss of generality that we have an integer k ⩾ 0, binary terms f1, g1, . . . , fk, gk
such that (fj, gj) ∈ P , i.e., fj(x, x) = gj(x, x), for all j ∈ {1, . . . , k}, and (2(k+m+1))-ary
terms s1, . . . , sm′′ such that the k +m+ 1 elements

(y, x), (f1, g1) . . . , (fk, gk), (p1(x, x, y), p1(x, y, y)) . . . , (pm(x, x, y), pm(x, y, y))

of P are pairwise distinct and

Zi = si(ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1(p1(x, x, y), p1(x, y, y)), . . . , ι1(pm(x, x, y), pm(x, y, y)),

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2(p1(x, x, y), p1(x, y, y)), . . . , ι2(pm(x, x, y), pm(x, y, y)))

for all i ∈ {1, . . . ,m′′}. Notice that (y, x) cannot be of the form (pj(x, x, y), pj(x, y, y))
since we supposed that V is not a Mal’tsev variety. By setting, for all i ∈ {1, . . . , n}, the
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(2(k + 2m+ 1))-ary term

t′i(u, v1, . . . , vk, w1, . . . , wm, w̃1, . . . , w̃m, u
′, v′1, . . . , v

′
k, w

′
1, . . . , w

′
m, w̃

′
1, . . . , w̃

′
m)

:= ti(s1(u, v1, . . . , vk, w1, . . . , wm, u
′, v′1, . . . , v

′
k, w

′
1, . . . , w

′
m) . . . ,

sm′′(u, v1, . . . , vk, w1, . . . , wm, u
′, v′1, . . . , v

′
k, w

′
1, . . . , w

′
m), w̃1, . . . , w̃m, w̃

′
1, . . . , w̃

′
m),

Equations (11) and (12) translate into

Xi = t′i

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

))
=: t′i{1, 2}

and

Xi+1 = t′i

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

))
=: t′i{2, 1}

respectively. In the notation t′i{1, 2} and t′i{2, 1}, the first (respectively the second) entry
inside the brackets corresponds to which of ι1 or ι2 is used in the third (respectively the
sixth) row in the above expressions. Hence we see that the condition q1(y, x) = q2(y, x)
implies the existence of integers k,m ⩾ 0 and n ⩾ 1, binary terms f1, g1, . . . , fk, gk with
fi(x, x) = gi(x, x) for all i ∈ {1, . . . , k}, ternary terms p1, . . . , pm and (2(k+ 2m+ 1))-ary
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terms t′1, . . . , t′n such that the equations

ι1(y, x)

= t′1

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

))

(a)

and, for all i ∈ {1, . . . , n− 1},

t′i

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

))
= t′i+1

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

))

(b(i))

and

t′n

(
ι1(y, x), ι1(f1, g1), . . . , ι1(fk, gk),

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

)
,

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι2(y, x), ι2(f1, g1), . . . , ι2(fk, gk),

ι2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι2

(
pm(x, x, y), pm(x, y, y)

)
,

ι1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , ι1

(
pm(x, x, y), pm(x, y, y)

))
= ι2(y, x) (c)
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hold in P + P . We display the Equations (a), (b(i)) for all i ∈ {1, . . . , n− 1} and (c) in
the diagram

ι1(y, x)
(a)

t′1{1, 2} t′1{2, 1}
(b(1))

t′2{1, 2} · · · t′n−1{2, 1}
(b(n − 1))

t′n{1, 2} t′n{2, 1}
(c)

ι2(y, x).

(13)
By Proposition 2.2, Equation (a) means that there exist an integer ℓ0 ⩾ 0 and elements
c(0,1), . . ., c(0,ℓ0) ∈ F(UP + UP ) such that

(y, x)1 ∼ c(0,1),

c(0,1) ∼ c(0,2), . . . , c(0,ℓ0−1) ∼ c(0,ℓ0),

c(0,ℓ0)∼ t′1
(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2
)

where we write, for an element X ∈ P , X1 and X2 to indicate that we view them as
variables in F(UP + UP ) coming from the first and second copy of UP in UP + UP
respectively, and ∼ is the relation on F(UP + UP ) from Proposition 2.2. More explic-
itly, this means that there exist, for all j ∈ {0, . . . , ℓ0}, integers a(0,j), b(0,j) ⩾ 0, ele-
ments D(0,j)

1 , . . . , D
(0,j)
a(0,j) , E

(0,j)
1 , . . . , E

(0,j)
b(0,j)

∈ P , a(0,j)-ary terms µ(0,j)
1 , λ

(0,j)
1 , b(0,j)-ary terms

µ
(0,j)
2 , λ

(0,j)
2 and (a(0,j) + b(0,j) + 2)-ary terms τ(0,j) such that the equations

(y, x)1

=τ(0,0)

(
(D

(0,0)
1 )1, . . . , (D(0,0)

a(0,0)
)1, (E

(0,0)
1 )2, . . . , (E

(0,0)
b(0,0)

)2,

µ
(0,0)
1

(
(D

(0,0)
1 )1, . . . , (D(0,0)

a(0,0)
)1
)
, µ

(0,0)
2

(
(E

(0,0)
1 )2, . . . , (E

(0,0)
b(0,0)

)2
)) (B1)

and

τ(0,0)

(
(D

(0,0)
1 )1, . . . , (D(0,0)

a(0,0)
)1, (E

(0,0)
1 )2, . . . , (E

(0,0)
b(0,0)

)2,

λ
(0,0)
1

(
(D

(0,0)
1 )1, . . . , (D(0,0)

a(0,0)
)1
)
, λ

(0,0)
2

(
(E

(0,0)
1 )2, . . . , (E

(0,0)
b(0,0)

)2
))

=c(0,1) (C(0, 1))

hold in F(UP + UP ) and the equations

µ
(0,0)
1

(
D

(0,0)
1 , . . . , D(0,0)

a(0,0)

)
= λ

(0,0)
1

(
D

(0,0)
1 , . . . , D(0,0)

a(0,0)

)
, (M(0, 0))

µ
(0,0)
2

(
E

(0,0)
1 , . . . , E

(0,0)
b(0,0)

)
= λ

(0,0)
2

(
E

(0,0)
1 , . . . , E

(0,0)
b(0,0)

)
(N(0, 0))
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hold in P ; the equations

c(0,j)

=τ(0,j)

(
(D

(0,j)
1 )1, . . . , (D(0,j)

a(0,j)
)1, (E

(0,j)
1 )2, . . . , (E

(0,j)
b(0,j)

)2,

µ
(0,j)
1

(
(D

(0,j)
1 )1, . . . , (D(0,j)

a(0,j)
)1
)
, µ

(0,j)
2

(
(E

(0,j)
1 )2, . . . , (E

(0,j)
b(0,j)

)2
))
,

(D(0, j))

τ(0,j)

(
(D

(0,j)
1 )1, . . . , (D(0,j)

a(0,j)
)1, (E

(0,j)
1 )2, . . . , (E

(0,j)
b(0,j)

)2,

λ
(0,j)
1

(
(D

(0,j)
1 )1, . . . , (D(0,j)

a(0,j)
)1
)
, λ

(0,j)
2

(
(E

(0,j)
1 )2, . . . , (E

(0,j)
b(0,j)

)2
))

=c(0,j+1) (C(0, j + 1))

and

µ
(0,j)
1

(
D

(0,j)
1 , . . . , D(0,j)

a(0,j)

)
= λ

(0,j)
1

(
D

(0,j)
1 , . . . , D(0,j)

a(0,j)

)
, (M(0, j))

µ
(0,j)
2

(
E

(0,j)
1 , . . . , E

(0,j)
b(0,j)

)
= λ

(0,j)
2

(
E

(0,j)
1 , . . . , E

(0,j)
b(0,j)

)
(N(0, j))

are satisfied for all j ∈ {1, . . . , ℓ0 − 1}; and moreover the equations

c(0,ℓ0)

=τ(0,ℓ0)

(
(D

(0,ℓ0)
1 )1, . . . , (D(0,ℓ0)

a(0,ℓ0)
)1, (E

(0,ℓ0)
1 )2, . . . , (E

(0,ℓ0)
b(0,ℓ0)

)2,

µ
(0,ℓ0)
1

(
(D

(0,ℓ0)
1 )1, . . . , (D(0,ℓ0)

a(0,ℓ0)
)1
)
, µ

(0,ℓ0)
2

(
(E

(0,ℓ0)
1 )2, . . . , (E

(0,ℓ0)
b(0,ℓ0)

)2
))
,

(D(0, ℓ0))

τ(0,ℓ0)

(
(D

(0,ℓ0)
1 )1, . . . , (D(0,ℓ0)

a(0,ℓ0)
)1, (E

(0,ℓ0)
1 )2, . . . , (E

(0,ℓ0)
b(0,ℓ0)

)2,

λ
(0,ℓ0)
1

(
(D

(0,ℓ0)
1 )1, . . . , (D(0,ℓ0)

a(0,ℓ0)
)1
)
, λ

(0,ℓ0)
2

(
(E

(0,ℓ0)
1 )2, . . . , (E

(0,ℓ0)
b(0,ℓ0)

)2
))

=t′1

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2
)

(T(1))

and

µ
(0,ℓ0)
1

(
D

(0,ℓ0)
1 , . . . , D(0,ℓ0)

a(0,ℓ0)

)
= λ

(0,ℓ0)
1

(
D

(0,ℓ0)
1 , . . . , D(0,ℓ0)

a(0,ℓ0)

)
, (M(0, ℓ0))

µ
(0,ℓ0)
2

(
E

(0,ℓ0)
1 , . . . , E

(0,ℓ0)
b(0,ℓ0)

)
= λ

(0,ℓ0)
2

(
E

(0,ℓ0)
1 , . . . , E

(0,ℓ0)
b(0,ℓ0)

)
(N(0, ℓ0))
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hold. For i ∈ {1, . . . , n− 1}, Equation (b(i)) means that there exist an integer ℓi ⩾ 0 and
elements c(i,1), . . . , c(i,ℓi) ∈ F(UP + UP ) such that

t′i
(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1
)
∼ c(i,1),

c(i,1) ∼ c(i,2), . . . , c(i,ℓi−1) ∼ c(i,ℓi),

c(i,ℓi) ∼ t′i+1

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2
)
.

More precisely, there exist, for all j ∈ {0, . . . , ℓi}, integers a(i,j), b(i,j) ⩾ 0, elements
D

(i,j)
1 , . . . , D

(i,j)
a(i,j) , E

(i,j)
1 , . . . , E

(i,j)
b(i,j)

∈ P , a(i,j)-ary terms µ(i,j)
1 , λ

(i,j)
1 , b(i,j)-ary terms µ(i,j)

2 ,

λ
(i,j)
2 and (a(i,j) + b(i,j) + 2)-ary terms τ(i,j) such that the equations

t′i

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1
)

=τ(i,0)

(
(D

(i,0)
1 )1, . . . , (D(i,0)

a(i,0)
)1, (E

(i,0)
1 )2, . . . , (E

(i,0)
b(i,0)

)2,

µ
(i,0)
1

(
(D

(i,0)
1 )1, . . . , (D(i,0)

a(i,0)
)1
)
, µ

(i,0)
2

(
(E

(i,0)
1 )2, . . . , (E

(i,0)
b(i,0)

)2
)) (S(i))

and

τ(i,0)

(
(D

(i,0)
1 )1, . . . , (D(i,0)

a(i,0)
)1, (E

(i,0)
1 )2, . . . , (E

(i,0)
b(i,0)

)2,

λ
(i,0)
1

(
(D

(i,0)
1 )1, . . . , (D(i,0)

a(i,0)
)1
)
, λ

(i,0)
2

(
(E

(i,0)
1 )2, . . . , (E

(i,0)
b(i,0)

)2
))

=c(i,1) (C(i, 1))
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hold in F(UP + UP ) and the equations

µ
(i,0)
1

(
D

(i,0)
1 , . . . , D(i,0)

a(i,0)

)
= λ

(i,0)
1

(
D

(i,0)
1 , . . . , D(i,0)

a(i,0)

)
, (M(i, 0))

µ
(i,0)
2

(
E

(i,0)
1 , . . . , E

(i,0)
b(i,0)

)
= λ

(i,0)
2

(
E

(i,0)
1 , . . . , E

(i,0)
b(i,0)

)
(N(i, 0))

hold in P ; the equations

c(i,j)

=τ(i,j)

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1, (E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2,

µ
(i,j)
1

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1
)
, µ

(i,j)
2

(
(E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2
))
,

(D(i, j))

τ(i,j)

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1, (E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2,

λ
(i,j)
1

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1
)
, λ

(i,j)
2

(
(E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2
))

=c(i,j+1) (C(i, j + 1))

and

µ
(i,j)
1

(
D

(i,j)
1 , . . . , D(i,j)

a(i,j)

)
= λ

(i,j)
1

(
D

(i,j)
1 , . . . , D(i,j)

a(i,j)

)
, (M(i, j))

µ
(i,j)
2

(
E

(i,j)
1 , . . . , E

(i,j)
b(i,j)

)
= λ

(i,j)
2

(
E

(i,j)
1 , . . . , E

(i,j)
b(i,j)

)
(N(i, j))

are satisfied for all j ∈ {1, . . . , ℓi − 1}; and moreover the equations

c(i,ℓi)

=τ(i,ℓi)

(
(D

(i,ℓi)
1 )1, . . . , (D(i,ℓi)

a(i,ℓi)
)1, (E

(i,ℓi)
1 )2, . . . , (E

(i,ℓi)
b(i,ℓi)

)2,

µ
(i,ℓi)
1

(
(D

(i,ℓi)
1 )1, . . . , (D(i,ℓi)

a(i,ℓi)
)1
)
, µ

(i,ℓi)
2

(
(E

(i,ℓi)
1 )2, . . . , (E

(i,ℓi)
b(i,ℓi)

)2
))
,

(D(i, ℓi))

τ(i,ℓi)

(
(D

(i,ℓi)
1 )1, . . . , (D(i,ℓi)

a(i,ℓi)
)1, (E

(i,ℓi)
1 )2, . . . , (E

(i,ℓi)
b(i,ℓi)

)2,

λ
(i,ℓi)
1

(
(D

(i,ℓi)
1 )1, . . . , (D(i,ℓi)

a(i,ℓi)
)1
)
, λ

(i,ℓi)
2

(
(E

(i,ℓi)
1 )2, . . . , (E

(i,ℓi)
b(i,ℓi)

)2
))

=t′i+1

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2
)

(T(i+ 1))
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and

µ
(i,ℓi)
1

(
D

(i,ℓi)
1 , . . . , D(i,ℓi)

a(i,ℓi)

)
= λ

(i,ℓi)
1

(
D

(i,ℓi)
1 , . . . , D(i,ℓi)

a(i,ℓi)

)
, (M(i, ℓi))

µ
(i,ℓi)
2

(
E

(i,ℓi)
1 , . . . , E

(i,ℓi)
b(i,ℓi)

)
= λ

(i,ℓi)
2

(
E

(i,ℓi)
1 , . . . , E

(i,ℓi)
b(i,ℓi)

)
(N(i, ℓi))

hold. Equation (c) means that there exist an integer ℓn ⩾ 0 and elements c(n,1), . . . , c(n,ℓn)
in F(UP + UP ) such that

t′n
(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1
)
∼ c(n,1),

c(n,1) ∼ c(n,2), . . . , c(n,ℓn−1) ∼ c(n,ℓn),

c(n,ℓn) ∼ (y, x)2.

More explicitly, this means that there exist, for all j ∈ {0, . . . , ℓn}, integers a(n,j), b(n,j) ⩾
0, elements D(n,j)

1 , . . . , D
(n,j)
a(n,j) , E

(n,j)
1 , . . . , E

(n,j)
b(n,j)

∈ P , a(n,j)-ary terms µ(n,j)
1 , λ

(n,j)
1 , b(n,j)-ary

terms µ(n,j)
2 , λ

(n,j)
2 and (a(n,j) + b(n,j) + 2)-ary terms τ(n,j) such that the equations

t′n

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1
)

=τ(n,0)

(
(D

(n,0)
1 )1, . . . , (D(n,0)

a(n,0)
)1, (E

(n,0)
1 )2, . . . , (E

(n,0)
b(n,0)

)2,

µ
(n,0)
1

(
(D

(n,0)
1 )1, . . . , (D(n,0)

a(n,0)
)1
)
, µ

(n,0)
2

(
(E

(n,0)
1 )2, . . . , (E

(n,0)
b(n,0)

)2
)) (S(n))

and

τ(n,0)

(
(D

(n,0)
1 )1, . . . , (D(n,0)

a(n,0)
)1, (E

(n,0)
1 )2, . . . , (E

(n,0)
b(n,0)

)2,

λ
(n,0)
1

(
(D

(n,0)
1 )1, . . . , (D(n,0)

a(n,0)
)1
)
, λ

(n,0)
2

(
(E

(n,0)
1 )2, . . . , (E

(n,0)
b(n,0)

)2
))

=c(n,1) (C(n, 1))
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hold in F(UP + UP ) and the equations

µ
(n,0)
1

(
D

(n,0)
1 , . . . , D(n,0)

a(n,0)

)
= λ

(n,0)
1

(
D

(n,0)
1 , . . . , D(n,0)

a(n,0)

)
, (M(n, 0))

µ
(n,0)
2

(
E

(n,0)
1 , . . . , E

(n,0)
b(n,0)

)
= λ

(n,0)
2

(
E

(n,0)
1 , . . . , E

(n,0)
b(n,0)

)
(N(n, 0))

hold in P ; the equations

c(n,j)

=τ(n,j)

(
(D

(n,j)
1 )1, . . . , (D(n,j)

a(n,j)
)1, (E

(n,j)
1 )2, . . . , (E

(n,j)
b(n,j)

)2,

µ
(n,j)
1

(
(D

(n,j)
1 )1, . . . , (D(n,j)

a(n,j)
)1
)
, µ

(n,j)
2

(
(E

(n,j)
1 )2, . . . , (E

(n,j)
b(n,j)

)2
))
,

(D(n, j))

τ(n,j)

(
(D

(n,j)
1 )1, . . . , (D(n,j)

a(n,j)
)1, (E

(n,j)
1 )2, . . . , (E

(n,j)
b(n,j)

)2,

λ
(n,j)
1

(
(D

(n,j)
1 )1, . . . , (D(n,j)

a(n,j)
)1
)
, λ

(n,j)
2

(
(E

(n,j)
1 )2, . . . , (E

(n,j)
b(n,j)

)2
))

=c(n,j+1) (C(n, j + 1))

and

µ
(n,j)
1

(
D

(n,j)
1 , . . . , D(n,j)

a(n,j)

)
= λ

(n,j)
1

(
D

(n,j)
1 , . . . , D(n,j)

a(n,j)

)
, (M(n, j))

µ
(n,j)
2

(
E

(n,j)
1 , . . . , E

(n,j)
b(n,j)

)
= λ

(n,j)
2

(
E

(n,j)
1 , . . . , E

(n,j)
b(n,j)

)
(N(n, j))

are satisfied for all j ∈ {1, . . . , ℓn − 1}; and moreover the equations

c(n,ℓn)

=τ(n,ℓn)

(
(D

(n,ℓn)
1 )1, . . . , (D(n,ℓn)

a(n,ℓn)
)1, (E

(n,ℓn)
1 )2, . . . , (E

(n,ℓn)
b(n,ℓn)

)2,

µ
(n,ℓn)
1

(
(D

(n,ℓn)
1 )1, . . . , (D(n,ℓn)

a(n,ℓn)
)1
)
, µ

(n,ℓn)
2

(
(E

(n,ℓn)
1 )2, . . . , (E

(n,ℓn)
b(n,ℓn)

)2
))
,

(D(n, ℓn))

τ(n,ℓn)

(
(D

(n,ℓn)
1 )1, . . . , (D(n,ℓn)

a(n,ℓn)
)1, (E

(n,ℓn)
1 )2, . . . , (E

(n,ℓn)
b(n,ℓn)

)2,

λ
(n,ℓn)
1

(
(D

(n,ℓn)
1 )1, . . . , (D(n,ℓn)

a(n,ℓn)
)1
)
, λ

(n,ℓn)
2

(
(E

(n,ℓn)
1 )2, . . . , (E

(n,ℓn)
b(n,ℓn)

)2
))

=(y, x)2 (B2)

and

µ
(n,ℓn)
1

(
D

(n,ℓn)
1 , . . . , D(n,ℓn)

a(n,ℓn)

)
= λ

(n,ℓn)
1

(
D

(n,ℓn)
1 , . . . , D(n,ℓn)

a(n,ℓn)

)
, (M(n, ℓn))

µ
(n,ℓn)
2

(
E

(n,ℓn)
1 , . . . , E

(n,ℓn)
b(n,ℓn)

)
= λ

(n,ℓn)
2

(
E

(n,ℓn)
1 , . . . , E

(n,ℓn)
b(n,ℓn)

)
(N(n, ℓn))
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hold. Similar to Diagram (13), we display the Equations (B1), (B2), (T(i)), (S(i)),
(C(i, j)) and (D(i, j)) in the diagram

(a)


(y, x)1

(B1)
τ(0,0)[µ] τ(0,0)[λ]

(C(0, 1))
c(0,1)

(D(0, 1))
τ(0,1)[µ] τ(0,1)[λ]

(C(0, 2))
c(0,2)

...
t′1[1, 2]

(T(1))
τ(0,ℓ0)[λ] τ(0,ℓ0)[µ]

(D(0, ℓ0))
c(0,ℓ0)

(C(0, ℓ0))
τ(0,ℓ0−1)[λ] τ(0,ℓ0−1)[µ]

(D(0, ℓ0 − 1))
c(0,ℓ0−1)

(b(i))


t′i[2, 1]

(S(i))
τ(i,0)[µ] τ(i,0)[λ]

(C(i, 1))
c(i,1)

(D(i, 1))
τ(i,1)[µ] τ(i,1)[λ]

(C(i, 2))
c(i,2)

...
t′i+1[1, 2]

(T(i + 1))
τ(i,ℓi)[λ] τ(i,ℓi)[µ]

(D(i, ℓi))
c(i,ℓi)

(C(i, ℓi))
τ(i,ℓi−1)[λ] τ(i,ℓi−1)[µ]

(D(i, ℓi − 1))
c(i,ℓi−1)

(c)


t′n[2, 1]

(S(n))
τ(n,0)[µ] τ(n,0)[λ]

(C(n, 1))
c(n,1)

(D(n, 1))
τ(n,1)[µ] τ(n,1)[λ]

(C(n, 2))
c(n,2)

...
(y, x)2

(B2)
τ(n,ℓn)[λ] τ(n,ℓn)[µ]

(D(n, ℓn))
c(n,ℓn)

(C(n, ℓn))
τ(n,ℓn−1)[λ] τ(n,ℓn−1)[µ]

(D(n, ℓn − 1))
c(n,ℓn−1),

where

t′i[1, 2] := t′i

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2
)
,

t′i[2, 1] := t′i

(
(y, x)1, (f1, g1)

1, . . . , (fk, gk)
1,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(y, x)2, (f1, g1)
2, . . . , (fk, gk)

2,

(p1(x, x, y), p1(x, y, y))
2, . . . , (pm(x, x, y), pm(x, y, y))

2,

(p1(x, x, y), p1(x, y, y))
1, . . . , (pm(x, x, y), pm(x, y, y))

1
)
,

τ(i,j)[µ] := τ(i,j)

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1, (E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2,

µ
(i,j)
1

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1
)
, µ

(i,j)
2

(
(E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2
))
,

τ(i,j)[λ] := τ(i,j)

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1, (E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2,

λ
(i,j)
1

(
(D

(i,j)
1 )1, . . . , (D(i,j)

a(i,j)
)1
)
, λ

(i,j)
2

(
(E

(i,j)
1 )2, . . . , (E

(i,j)
b(i,j)

)2
))
.
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Since the relation ∼ as in Proposition 2.2 is reflexive, we can assume, without loss
of generality, that ℓ0 = · · · = ℓn =: ℓ. As before, by possibly artificially increasing
the number of variables the terms of the form τ(i,j), µ

(i,j)
1 , µ(i,j)

2 , λ(i,j)1 or λ(i,j)2 depend
on, we can also assume, without loss of generality, that we have integers a, b ⩾ 0 such
that a(i,j) = a and b(i,j) = b for all i ∈ {0, . . . , n} and j ∈ {0, . . . , ℓ}, and omit the
upper index from the elements D(i,j)

α , E
(i,j)
α . Moreover, we can, without loss of generality,

assume that a = b and Dα = Eα for all α ∈ {1, . . . , a}. Furthermore, up to adding
some Dα’s to the list of (fj, gj)’s, and up to adding (y, x), some (fj, gj)’s and some
(pj(x, x, y), pj(x, y, y))’s to the list of Dα’s, we can assume that a = k + m + 1 and
D1 = (y, x), D2 = (f1, g1), . . ., Dk+1 = (fk, gk) and Dk+2 = (p1(x, x, y), p1(x, y, y)), . . .,
Dk+m+1 = (pm(x, x, y), pm(x, y, y)), keeping the elements

(y, x), (f1, g1) . . . , (fk, gk), (p1(x, x, y), p1(x, y, y)) . . . , (pm(x, x, y), pm(x, y, y))

of P pairwise distinct. Thus, Equations (a), (b(i)) for all i ∈ {1, . . . , n − 1} and (c)
imply the existence of an integer ℓ ⩾ 0, terms c(i,1), . . . , c(i,ℓ), (k +m+ 1)-ary terms
µ
(i,j)
1 , µ

(i,j)
2 , λ

(i,j)
1 , λ

(i,j)
2 and (2(k + m + 2))-ary terms τ(i,j) for all i ∈ {0, . . . , n} and j ∈

{0, . . . , ℓ} such that the following equalities hold. Using variables u, v1, . . . , vk, w1, . . . , wm
and u′, v′1, . . . , v′k, w′

1, . . . , w
′
m, Equations (B1) and (B2) read

u = τ(0,0)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, µ

(0,0)
1 (u, v⃗, w⃗), µ

(0,0)
2 (u′, v⃗′, w⃗′)), (B1’)

u′ = τ(n,ℓ)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, λ

(n,ℓ)
1 (u, v⃗, w⃗), λ

(n,ℓ)
2 (u′, v⃗′, w⃗′)), (B2’)

where we write v⃗ for v1 . . . , vk and w⃗ for w1, . . . , wm, and analogously for v⃗′ and w⃗′.
Equations (T(1)) and (T(i+ 1)), and Equations (S(i)) and (S(n)) read

t′i(u, v⃗, w⃗, w⃗, u
′, v⃗′, w⃗′, w⃗′) = τ(i−1,ℓ)(u, v⃗, w⃗, u

′, v⃗′, w⃗′, λ
(i−1,ℓ)
1 (u, v⃗, w⃗), λ

(i−1,ℓ)
2 (u′, v⃗′, w⃗′)),

(T(i)’)

t′i(u, v⃗, w⃗, w⃗
′, u′, v⃗′, w⃗′, w⃗) = τ(i,0)(u, v⃗, w⃗, u

′, v⃗′, w⃗′, µ
(i,0)
1 (u, v⃗, w⃗), µ

(i,0)
2 (u′, v⃗′, w⃗′)), (S(i)’)

for all i ∈ {1, . . . , n}. Equations (C(0, 1)), (C(0, j + 1)), (C(i, 1)), (C(i, j + 1)), (C(n, 1)),
(C(n, j + 1)), and Equations (D(0, j)), (D(0, ℓ0)), (D(i, j)), (D(i, ℓi)), (D(n, j)), (D(n, ℓn))
read

c(i,j) = τ(i,j−1)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, λ

(i,j−1)
1 (u, v⃗, w⃗), λ

(i,j−1)
2 (u′, v⃗′, w⃗′)), (C(i, j)’)

c(i,j) = τ(i,j)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, µ

(i,j)
1 (u, v⃗, w⃗), µ

(i,j)
2 (u′, v⃗′, w⃗′)), (D(i, j)’)

for all i ∈ {0, . . . , n} and j ∈ {1, . . . , ℓ} where the variables on which the c(i,j)’s depend are
left inexplicit. Equations (M(0, 0)), (M(0, j)), (M(0, ℓ0)), (M(i, 0)), (M(i, j)), (M(i, ℓi)),
(M(n, 0)), (M(n, j)), (M(n, ℓn)), and Equations (N(0, 0)), (N(0, j)), (N(0, ℓ0)), (N(i, 0)),
(N(i, j)), (N(i, ℓi)), (N(n, 0)), (N(n, j)), (N(n, ℓn)) read

µ(i,j)
α

((
y, x

)
,
(
f1, g1

)
, . . . ,

(
fk, gk

)
,
(
p1(x, x, y), p1(x, y, y)

)
, . . . ,

(
pm(x, x, y), pm(x, y, y)

))
=λ(i,j)α

((
y, x

)
,
(
f1, g1

)
, . . . ,

(
fk, gk

)
,
(
p1(x, x, y), p1(x, y, y)

)
, . . . ,

(
pm(x, x, y), pm(x, y, y)

))
(Z(α, i, j))
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for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ} and α ∈ {1, 2}. Equations (C(i, j)’) and (D(i, j)’)
imply the equation

τ(i,j)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, λ

(i,j)
1 (u, v⃗, w⃗), λ

(i,j)
2 (u′, v⃗′, w⃗′))

= τ(i,j+1)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, µ

(i,j+1)
1 (u, v⃗, w⃗), µ

(i,j+1)
2 (u′, v⃗′, w⃗′)) (W(i, j))

for all i ∈ {0, . . . , n} and j ∈ {0, . . . , ℓ − 1}. Equation (Z(α, i, j)) means more explicitly
that

µ(i,j)
α (y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y))

= λ(i,j)α (y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y)) (Z(α, i, j)a)

and

µ(i,j)
α (x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y))

= λ(i,j)α (x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y)) (Z(α, i, j)b)

for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ} and α ∈ {1, 2}. We display the Equations (B1’),
(B2’), (T(i)’), (S(i)’) and (W(i, j)) in the diagram

u
(B1’)

τ(0,0)[[µ]] τ(0,0)[[λ]]
(W(0, 0))

τ(0,1)[[µ]] τ(0,1)[[λ]]

...
t′1[[1, 2]] τ(0,ℓ)[[λ]]

(T(1)’)
τ(0,ℓ)[[µ]]

(W(0, ℓ− 1))
τ(0,ℓ−1)[[λ]] τ(0,ℓ−1)[[µ]]

t′1[[2, 1]]
(S(1)’)

τ(1,0)[[µ]] τ(1,0)[[λ]]
(W(1, 0))

τ(1,1)[[µ]] τ(1,1)[[λ]]

...

...
t′n[[1, 2]] τ(n−1,ℓ)[[λ]]

(T(n)’)
τ(n−1,ℓ)[[µ]] τ(n−1,ℓ−1)[[λ]]

(W(n− 1, ℓ− 1))
τ(n−1,ℓ−1)[[µ]]

t′n[[2, 1]]
(S(n)’)

τ(n,0)[[µ]] τ(n,0)[[λ]]
(W(n, 0))

τ(n,1)[[µ]] τ(n,1)[[λ]]

...
u′

(B2’)
τ(n,ℓ)[[λ]] τ(n,ℓ)[[µ]]

(W(n, ℓ− 1))
τ(n,ℓ−1)[[λ]] τ(n,ℓ−1)[[µ]],

(14)
where

τ(i,j)[[µ]] := τ(i,j)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, µ

(i,j)
1 (u, v⃗, w⃗), µ

(i,j)
2 (u′, v⃗′, w⃗′)),

τ(i,j)[[λ]] := τ(i,j)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, λ

(i,j)
1 (u, v⃗, w⃗), λ

(i,j)
2 (u′, v⃗′, w⃗′)),
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t′i[[1, 2]] := t′i(u, v⃗, w⃗, w⃗, u
′, v⃗′, w⃗′, w⃗′),

t′i[[2, 1]] := t′i(u, v⃗, w⃗, w⃗
′, u′, v⃗′, w⃗′, w⃗).

In comparison to t′i[[1, 2]], the second occurrences of w⃗ and w⃗′, respectively, are swapped
in t′i[[2, 1]]. Furthermore, for each τ(i,j), the terms µ(i,j)

1 , µ
(i,j)
2 , λ

(i,j)
1 , λ

(i,j)
2 satisfy the Equa-

tions (Z(α, i, j)a) and (Z(α, i, j)b). We call an equation of form (W) if it is of the form

ω(u, v⃗, w⃗, u′, v⃗′, w⃗′, γ1(u, v⃗, w⃗), γ2(u
′, v⃗′, w⃗′))

=χ(u, v⃗, w⃗, u′, v⃗′, w⃗′, δ1(u, v⃗, w⃗), δ2(u
′, v⃗′, w⃗′)),

of form (T) if it is of the form

ξ(u, v⃗, w⃗, w⃗, u′, v⃗′, w⃗′, w⃗′)

=ω(u, v⃗, w⃗, u′, v⃗′, w⃗′, γ1(u, v⃗, w⃗), γ2(u
′, v⃗′, w⃗′)),

and of form (S) if it is of the form

ξ(u, v⃗, w⃗, w⃗′, u′, v⃗′, w⃗′, w⃗)

=χ(u, v⃗, w⃗, u′, v⃗′, w⃗′, δ1(u, v⃗, w⃗), δ2(u
′, v⃗′, w⃗′))

where ω, χ, ξ and γ1, γ2, δ1, δ2 are arbitrary terms with appropriate arity. In comparison
to an equation of form (T), the second occurrences of the variables w⃗ and w⃗′ in the first
line, respectively, are swapped in an equation of form (S). Then all Equations (W(i, j)),
i ∈ {0, . . . , n} and j ∈ {0, . . . , ℓ−1}, are of form (W), all Equations (T(i)’), i ∈ {1, . . . , n},
are of form (T), and all Equations (S(i)’), i ∈ {1, . . . , n}, are of form (S), and we transform
Diagram (14) for illustrative reasons into the following diagram:

· · · · · · · · ·(B1’) (W ) (W ) (T ) (S) (W ) (W ) (T ) (S) (W ) (W ) (B2’)

We note that here the first line (B1’) encodes the equality of u and τ(0,0)[[µ]], the first of
the lines (W ) encodes the equality of τ(0,0)[[λ]] and τ(0,1)[[µ]], and so on. We show that we
can replace each equation of form (W) by an equation of form (T) followed by an equation
of form (S) in the following sense. Then we get the diagram

,
(B1’) (W ) (W ) (T ) (S) (W ) (W ) (B2’)

(T ) (S) (T ) (S) (T ) (S) (T ) (S)

where, following the dashed lines, equations of form (T) and of form (S) alternate. More
precisely, we show that, for all i ∈ {0, . . . , n} and j ∈ {0, . . . , ℓ − 1}, Equation (W(i, j))
implies the existence of a (2(k + 2m+ 1))-ary term π(i,j) such that

τ(i,j)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, λ

(i,j)
1 (u, v⃗, w⃗), λ

(i,j)
2 (u′, v⃗′, w⃗′))

= π(i,j)(u, v⃗, w⃗, w⃗, u
′, v⃗′, w⃗′, w⃗′), (T(i, j)’)

π(i,j)(u, v⃗, w⃗, w⃗
′, u′, v⃗′, w⃗′, w⃗)

= τ(i,j+1)(u, v⃗, w⃗, u
′, v⃗′, w⃗′, µ

(i,j+1)
1 (u, v⃗, w⃗), µ

(i,j+1)
2 (u′, v⃗′, w⃗′)). (S(i, j)’)
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Equation (T(i, j)’) is of form (T) and Equation (S(i, j)’) is of form (S). One sees imme-
diately that the choice

π(i,j)(u, v⃗, w⃗, ⃗̃w, u
′, v⃗′, w⃗′, ⃗̃w) := τ(i,j)(u, v⃗, w⃗, u

′, v⃗′, w⃗′, λ
(i,j)
1 (u, v⃗, w⃗), λ

(i,j)
2 (u′, v⃗′, w⃗′))

fulfills both equations. By setting N := n(ℓ+ 1) + ℓ,

σi(ℓ+1)+j+1 := τ(i,j) for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ},
si(ℓ+1)+j+1 := π(i,j) for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ− 1},

si(ℓ+1) := t′i for all i ∈ {1, . . . , n},
η(i(ℓ+1)+j+1)
α := µ(i,j)

α for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ}, α ∈ {1, 2},
ϵ(i(ℓ+1)+j+1)
α := λ(i,j)α for all i ∈ {0, . . . , n}, j ∈ {0, . . . , ℓ}, α ∈ {1, 2},

we get an integer N ⩾ 1, (2(k+m+2))-ary terms σ1, . . . , σN+1, (2(k+2m+1))-ary terms
s1, . . . , sN and (k+m+1)-ary terms η(i)1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 , for all i ∈ {1, . . . , N+1}, satisfying,

by construction, all the desired equations.
Now we show that the existence of the terms as in the statement implies that V

is a weakly Mal’tsev category. Equation (7) means that (fi(x, y), gi(x, y)) ∈ P for all
i ∈ {1, . . . , k}. Hence Equation (10a) implies that

q1(y, x)

= σ1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

η
(1)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

η
(1)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
,

where we write (fi, gi) as shorter notation for (fi(x, y), gi(x, y)). Furthermore, we have,
for all i ∈ {1, . . . , N + 1} and α ∈ {1, 2}, that

η(i)α

(
qα
(
y, x

)
, qα

(
f1, g1

)
, . . . , qα

(
fk, gk

)
, qα

(
p1(x, x, y), p1(x, y, y)

)
, . . . , qα

(
pm(x, x, y), pm(x, y, y)

))
=qα

(
η(i)α

((
y, x

)
,
(
f1, g1

)
, . . . ,

(
fk, gk

)
,
(
p1(x, x, y), p1(x, y, y)

)
, . . . ,

(
pm(x, x, y), pm(x, y, y)

)))
=qα

(
ϵ(i)α

((
y, x

)
,
(
f1, g1

)
, . . . ,

(
fk, gk

)
,
(
p1(x, x, y), p1(x, y, y)

)
, . . . ,

(
pm(x, x, y), pm(x, y, y)

)))
=ϵ(i)α

(
qα
(
y, x

)
, qα

(
f1, g1

)
, . . . , qα

(
fk, gk

)
, qα

(
p1(x, x, y), p1(x, y, y)

)
, . . . , qα

(
pm(x, x, y), pm(x, y, y)

))
,

where we used Equations (8) and the definition of the algebra structure on P ⊆ F(x, y)×
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F(x, y). Thus, we have that

σi

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

η
(i)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

η
(i)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
= σi

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

ϵ
(i)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

ϵ
(i)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
for all i ∈ {1, . . . , N + 1}. Next we have that

σi

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

ϵ
(i)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

ϵ
(i)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
= si

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

))
= si

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

q1
(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
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= σi+1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

η
(i+1)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

η
(i+1)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
for all i ∈ {1, . . . , N}, where we applied Equation (9a) in the first step. In the second
step we used that

q1(pi(x, x, y), pi(x, y, y)) = q2(pi(x, x, y), pi(x, y, y)) (15)

for all i ∈ {1, . . . ,m}, which is true by Equation (6) and the definition of (q1, q2) as the
cokernel pair of [e1, e2]. In the third step we utilized Equation (9b). Equation (10b)
implies that

σN+1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

)
,

q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)
,

ϵ
(N+1)
1

(
q1
(
y, x

)
, q1

(
f1, g1

)
, . . . , q1

(
fk, gk

)
, q1

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q1

(
pm(x, x, y), pm(x, y, y)

))
,

ϵ
(N+1)
2

(
q2
(
y, x

)
, q2

(
f1, g1

)
, . . . , q2

(
fk, gk

)
, q2

(
p1(x, x, y), p1(x, y, y)

)
, . . . , q2

(
pm(x, x, y), pm(x, y, y)

)))
=q2(y, x).

Combining the above identities, we get that q1(y, x) = q2(y, x) which means that V is a
weakly Mal’tsev category by Lemma 3.4.

3.6. Example. We consider the special case N = 0 in Theorem 3.5, i.e., we suppose that
the variety V admits binary terms f1, g1, . . . , fk, gk, ternary terms p1, . . . , pm, where k,m ⩾
0 are integers, a (2(k +m + 2))-ary term σ1 and (k +m + 1)-ary terms η(1)1 , η

(1)
2 , ϵ

(1)
1 , ϵ

(1)
2

that fulfill all the required conditions. Using Equations (10), Equation (8a) for η(1)1 and
ϵ
(1)
1 , and Equation (8b) for η(1)2 and ϵ(1)2 , we get that the identity

y =σ1(y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y), x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y),

η
(1)
1 (y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y)),

η
(1)
2 (x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y)))

=σ1(y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y), x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y),

ϵ
(1)
1 (y, f1, . . . , fk, p1(x, x, y), . . . , pm(x, x, y)),

ϵ
(1)
2 (x, g1, . . . , gk, p1(x, y, y), . . . , pm(x, y, y)))

=x

holds in V. In particular, V is a Mal’tsev variety with Mal’tsev term p(x, y, z) := x.
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3.7. Example. [Distributive lattices] In [22], it is shown that a variety L of lattices is
a weakly Mal’tsev category if and only if it is a variety of distributive lattices. For such
a variety L, we want to find integers k,m,N ⩾ 0 and terms f1, g1, . . . , fk, gk, p1, . . . , pm,
s1, . . . , sN , σ1, . . . , σN+1 and η

(i)
1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 for all i ∈ {1, . . . , N + 1} that fulfill the

conditions of Theorem 3.5. We observe that we can perform the following calculation in
L to show that q1(y, x) = q2(y, x):

q1(y, x)

=q1(y, x) ∧ (q1(y, x) ∨ q1(x, y)) (absorption law)
=q1(y, x) ∧ (q1(y, y) ∨ q1(x, x)) (q1 morphism and commutativity of ∨)
=q1(y, x) ∧ (q2(y, y) ∨ q2(x, x)) (q1(y, y) = q2(y, y) and q1(x, x) = q2(x, x))
=q1(y, x) ∧ (q2(y, x) ∨ q2(x, y)) (q2 morphism and commutativity of ∨)
=q1(y, x) ∧ (q2(y, x) ∨ q1(x, y)) (q2(x, y) = q1(x, y))
=(q1(y, x) ∧ q2(y, x)) ∨ (q1(y, x) ∧ q1(x, y)) (distributivity of ∧ over ∨)
=(q1(y, x) ∧ q2(y, x)) ∨ (q1(y, y) ∧ q1(x, x)) (q1 morphism and commutativity of ∧)
=(q2(y, x) ∧ q1(y, x)) ∨ (q1(y, y) ∧ q1(x, x)) (commutativity of ∧)
=(q2(y, x) ∧ q1(y, x)) ∨ (q2(y, y) ∧ q2(x, x)) (q1(y, y) = q2(y, y) and q1(x, x) = q2(x, x))
=(q2(y, x) ∧ q1(y, x)) ∨ (q2(y, x) ∧ q2(x, y)) (q2 morphism and commutativity of ∧)
=q2(y, x) ∧ (q1(y, x) ∨ q2(x, y)) (distributivity of ∧ over ∨)
=q2(y, x) ∧ (q1(y, x) ∨ q1(x, y)) (q2(x, y) = q1(x, y))
=q2(y, x) ∧ (q1(y, y) ∨ q1(x, x)) (q1 morphism and commutativity of ∨)
=q2(y, x) ∧ (q2(y, y) ∨ q2(x, x)) (q1(y, y) = q2(y, y) and q1(x, x) = q2(x, x))
=q2(y, x) ∧ (q2(y, x) ∨ q2(x, y)) (q2 morphism and commutativity of ∨)
=q2(y, x). (absorption law)

In the proof of Theorem 3.5, we showed, given terms satisfying the conditions as in the
statement, that q1(y, x) = q2(y, x) in the following way:

q1(y, x)

=σ1(η) (Equation (10a))
=σ1(ϵ) ((M) and Equations (8) for i = 1)
=s1(1, 2) (Equation (9a) for i = 1)
=s1(2, 1) (Equation (15))
=σ2(η) (Equation (9b) for i = 1)
=σ2(ϵ) ((M) and Equations (8) for i = 2)
=s2(1, 2) (Equation (9a) for i = 2)
=s2(2, 1) (Equation (15))
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=σ3(η) (Equation (9b) for i = 2)
...
=σN+1(ϵ) ((M) and Equations (8) for i = N + 1)
=q2(y, x), (Equation (10b))

where we set

σi(η) := σi

(
q1(y, x), q1(f1, g1), . . . , q1(p1(x, x, y), p1(x, y, y)), . . . ,

q2(y, x), q2(f1, g1), . . . , q2(p1(x, x, y), p1(x, y, y)), . . . ,

η
(i)
1

(
q1(y, x), q1(f1, g1), . . . , q1(p1(x, x, y), p1(x, y, y)), . . .

)
,

η
(i)
2

(
q2(y, x), q2(f1, g1), . . . , q2(p1(x, x, y), p1(x, y, y)), . . .

))
,

σi(ϵ) := σi

(
q1(y, x), q1(f1, g1), . . . , q1(p1(x, x, y), p1(x, y, y)), . . . ,

q2(y, x), q2(f1, g1), . . . , q2(p1(x, x, y), p1(x, y, y)), . . . ,

ϵ
(i)
1

(
q1(y, x), q1(f1, g1), . . . , q1(p1(x, x, y), p1(x, y, y)), . . .

)
,

ϵ
(i)
2

(
q2(y, x), q2(f1, g1), . . . , q2(p1(x, x, y), p1(x, y, y)), . . .

))
,

sj(1, 2) := si

(
q1(y, x), q1(f1, g1), . . . ,

q1(p1(x, x, y), p1(x, y, y)), . . . ,

q1(p1(x, x, y), p1(x, y, y)), . . . ,

q2(y, x), q2(f1, g1), . . . ,

q2(p1(x, x, y), p1(x, y, y)), . . . ,

q2(p1(x, x, y), p1(x, y, y)), . . .
)
,

sj(2, 1) := si

(
q1(y, x), q1(f1, g1), . . . ,

q1(p1(x, x, y), p1(x, y, y)), . . . ,

q2(p1(x, x, y), p1(x, y, y)), . . . ,

q2(y, x), q2(f1, g1), . . . ,

q2(p1(x, x, y), p1(x, y, y)), . . . ,

q1(p1(x, x, y), p1(x, y, y)), . . .
)

for all i ∈ {1, . . . , N +1} and all j ∈ {1, . . . , N} and (M) means that we used that q1 and
q2 are morphisms. Hence our ansatz is that the first step, where we use the absorption law,
should correspond to the step where we use Equation (10a). And the last step, where we
use again the absorption law, should correspond to the step where we use Equation (10b).
A step in our concrete calculation for distributive lattices where we use an equation should
either correspond to a step from σi(ϵ) to si(1, 2) or from si(2, 1) to σi+1(η) for some i. A
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step where we use that q1 or q2 is a morphism and an equation should correspond to a
step from σi(η) to σi(ϵ). A step where we use that q1(y, y) = q2(y, y), q1(x, x) = q2(x, x)
or q1(x, y) = q2(x, y) should correspond to a step from si(1, 2) to si(2, 1). For N = 5 we
found integers k,m ≥ 0 and terms f1, g1, . . . , fk, gk, p1, . . . , pm, s1, . . . , s5, σ1, . . . , σ6 and
η
(i)
1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 for all i ∈ {1, . . . , 6} such that

q1(y, x) ∧ (q1(y, x) ∨ q1(x, y)) = σ1(η),

q1(y, x) ∧ (q1(y, y) ∨ q1(x, x)) = σ1(ϵ) = s1(1, 2),

q1(y, x) ∧ (q2(y, y) ∨ q2(x, x)) = s1(2, 1) = σ2(η),

q1(y, x) ∧ (q2(y, x) ∨ q2(x, y)) = σ2(ϵ) = s2(1, 2),

q1(y, x) ∧ (q2(y, x) ∨ q1(x, y)) = s2(2, 1),

(q1(y, x) ∧ q2(y, x)) ∨ (q1(y, x) ∧ q1(x, y)) = σ3(η),

(q1(y, x) ∧ q2(y, x)) ∨ (q1(y, y) ∧ q1(x, x)) = σ3(ϵ),

(q2(y, x) ∧ q1(y, x)) ∨ (q1(y, y) ∧ q1(x, x)) = s3(1, 2),

(q2(y, x) ∧ q1(y, x)) ∨ (q2(y, y) ∧ q2(x, x)) = s3(2, 1) = σ4(η),

(q2(y, x) ∧ q1(y, x)) ∨ (q2(y, x) ∧ q2(x, y)) = σ4(ϵ),

q2(y, x) ∧ (q1(y, x) ∨ q2(x, y)) = s4(1, 2),

q2(y, x) ∧ (q1(y, x) ∨ q1(x, y)) = s4(2, 1) = σ5(η),

q2(y, x) ∧ (q1(y, y) ∨ q1(x, x)) = σ5(ϵ) = s5(1, 2),

q2(y, x) ∧ (q2(y, y) ∨ q2(x, x)) = s5(2, 1) = σ6(η),

q2(y, x) ∧ (q2(y, x) ∨ q2(x, y)) = σ6(ϵ),

and the conditions of Theorem 3.5 are satisfied. One can check that k := 0, m := 3 and
the following terms fulfill the requirements:

p1(x, y, z) := x, p2(x, y, z) := y, p3(x, y, z) := z,

s1(u,w1, w2, w3, w̃1, w̃2, w̃3, u
′, w′

1, w
′
2, w

′
3, w̃

′
1, w̃

′
2, w̃

′
3) := u ∧ (w̃3 ∨ w̃1),

s2(u,w1, w2, w3, w̃1, w̃2, w̃3, u
′, w′

1, w
′
2, w

′
3, w̃

′
1, w̃

′
2, w̃

′
3) := u ∧ (u′ ∨ w̃′

2),

s3(u,w1, w2, w3, w̃1, w̃2, w̃3, u
′, w′

1, w
′
2, w

′
3, w̃

′
1, w̃

′
2, w̃

′
3) := (u′ ∧ u) ∨ (w̃3 ∧ w̃1),

s4(u,w1, w2, w3, w̃1, w̃2, w̃3, u
′, w′

1, w
′
2, w

′
3, w̃

′
1, w̃

′
2, w̃

′
3) := u′ ∧ (u ∨ w̃′

2),

s5(u,w1, w2, w3, w̃1, w̃2, w̃3, u
′, w′

1, w
′
2, w

′
3, w̃

′
1, w̃

′
2, w̃

′
3) := u′ ∧ (w̃3 ∨ w̃1),

σ1(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := u ∧ a,

σ2(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := u ∧ b,

σ3(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := (u ∧ u′) ∨ a,

σ4(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := (u′ ∧ u) ∨ b,
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σ5(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := u′ ∧ a,

σ6(u,w1, w2, w3, u
′, w′

1, w
′
2, w

′
3, a, b) := u′ ∧ b,

η
(1)
1 (u,w1, w2, w3) := u ∨ w2, ϵ

(1)
1 (u,w1, w2, w3) := w3 ∨ w1,

η
(1)
2 (u,w1, w2, w3) := u, ϵ

(1)
2 (u,w1, w2, w3) := u,

η
(2)
1 (u,w1, w2, w3) := u, ϵ

(2)
1 (u,w1, w2, w3) := u,

η
(2)
2 (u,w1, w2, w3) := w3 ∨ w1, ϵ

(2)
2 (u,w1, w2, w3) := u ∨ w2,

η
(3)
1 (u,w1, w2, w3) := u ∧ w2, ϵ

(3)
1 (u,w1, w2, w3) := w3 ∧ w1,

η
(3)
2 (u,w1, w2, w3) := u, ϵ

(3)
2 (u,w1, w2, w3) := u,

η
(4)
1 (u,w1, w2, w3) := u, ϵ

(4)
1 (u,w1, w2, w3) := u,

η
(4)
2 (u,w1, w2, w3) := w3 ∧ w1, ϵ

(4)
2 (u,w1, w2, w3) := u ∧ w2,

η
(5)
1 (u,w1, w2, w3) := u ∨ w2, ϵ

(5)
1 (u,w1, w2, w3) := w3 ∨ w1,

η
(5)
2 (u,w1, w2, w3) := u, ϵ

(5)
2 (u,w1, w2, w3) := u,

η
(6)
1 (u,w1, w2, w3) := u, ϵ

(6)
1 (u,w1, w2, w3) := u,

η
(6)
2 (u,w1, w2, w3) := w3 ∨ w1, ϵ

(6)
2 (u,w1, w2, w3) := u ∨ w2.

4. Another Mal’tsev-like property

In this section, we discuss the observation that the condition which is obtained from
the syntactic characterization of weakly Mal’tsev varieties from Theorem 3.5 by drop-
ping Equation (7) characterizes the varieties in which any reflexive regular relation is an
equivalence relation. A regular relation, in the context of finitely complete categories, is
a monomorphism r : R ↣ X × Y which is regular, i.e., an equalizer of a parallel pair of
morphisms f, g : X × Y → Z.

We call a class M of binary relations in a finitely complete category C pullback-stable
if, for any relation r : R ↣ X × Y in M and any morphisms f : A → X and g : B → Y ,
the relation ρ : P ↣ A×B given by any pullback

P A×B

R X × Y,

f×g

r

pR

ρ

⌟

lies also in M. The classes Mall of all binary relations in C, Mstrong of strong binary
relations and Mreg of regular binary relations are pullback-stable.
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4.1. Definition. [M-Mal’tsev category] Let C be a finitely complete category and M be
a pullback-stable class of binary relations in C. We call C an M-Mal’tsev category if any
reflexive relation r : R ↣ X ×X in M is an equivalence relation.

Let C be a finitely complete category. By Definition 2.4, it is Mall-Mal’tsev if and
only if it is a Mal’tsev category. Furthermore, by Proposition 2.8, it is Mstrong-Mal’tsev
if and only if it is a weakly Mal’tsev category. In this section, we consider Mreg-Mal’tsev
categories.

The following proposition recovers Proposition 2.5 and parts of Proposition 2.8. In [17],
the authors show similarly the following equivalences for M being a proper class of binary
relations in a category with pullbacks and equalizers (see also [24], Theorem 1).

4.2. Proposition. Let C be a finitely complete category and M be a pullback-stable class
of binary relations in C. Then the following conditions are equivalent:

1. The category C is an M-Mal’tsev category.

2. Any reflexive relation in M is symmetric.

3. Any reflexive relation in M is transitive.

4. Any relation in M is difunctional.

Proof. The implications "1. ⇒ 2." and "1. ⇒ 3." are trivial. The implication "4. ⇒ 1."
holds since, as it is well-known, any reflexive relation is an equivalence relation if and only
if it is difunctional. For the implication "2. ⇒ 4.", we consider a relation r = (r1, r2) : R ↣
X × Y in M. Since M is assumed to be pullback-stable, the relation ρ : P ↣ R × R in
the pullback

P R×R

R X × Y,

r1×r2

r

pR

ρ

⌟

lies also in M. Furthermore, it is clear that it is reflexive. Hence, by assumption, ρ
is symmetric. It is a classical result that ρ being symmetric is equivalent to r being
difunctional. For the implication "3. ⇒ 4.", we note that r is difunctional if and only if
ρ is transitive.

As in the preceding section, we will adapt a proof of the classical theorem of Mal’tsev
to the case of Mreg-Mal’tsev varieties. This time, we use the characterization of Mal’tsev
categories as those finitely complete categories in which every reflexive relation is sym-
metric as recalled in Proposition 2.5. Let

R F(x, y)× F(x, y)r

be the smallest relation on F(x, y) which contains (x, x), (x, y) and (y, y). This means
that R consists precisely of the elements

p((x, x), (x, y), (y, y)) ∈ F(x, y)× F(x, y)
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where p ∈ F(x, y, z). Hence

R = {(p(x, x, y), p(x, y, y)) | p ∈ F(x, y, z)} ⊆ F(x, y)× F(x, y). (16)

4.3. Lemma. The variety V is Mal’tsev if and only if the relation R contains (y, x).

Proof. "⇒": Let V be a Mal’tsev variety. We see from Equation (16) that R is reflexive
since we can write

(t(x, y), t(x, y)) = (p(x, x, y), p(x, y, y))

for any binary term t(x, y) ∈ F(x, y) if we set p(x, y, z) := t(x, z). Hence R is symmetric
and (y, x) ∈ R.

"⇐": Let s : S ↣ A × A be a reflexive relation on an algebra A. We show that if
(a, b) ∈ S then also (b, a) ∈ S. For this let f : F(x, y) → A be the unique morphism such
that f(x) = a and f(y) = b. It is easy to see that there exists a morphism φ : R → S
such that the diagram

R F(x, y)× F(x, y)

S A× A,

r

f×fφ

s

(17)

commutes since R is the smallest relation which contains (x, x), (x, y) and (y, y) and
(f × f)(x, x) = (a, a), (f × f)(x, y) = (a, b) and (f × f)(y, y) = (b, b) lie in S. The
assumption (y, x) ∈ R implies that (b, a) = (f × f)(y, x) is contained in S.

4.4. Lemma. The relation R contains (y, x) if and only if there exists a ternary term
p ∈ F(x, y, z) such that p(x, x, y) = y and p(x, y, y) = x.

Proof. This is clear by Equation (16).

To characterize the varieties which are Mreg-Mal’tsev, we consider the smallest regular
relation on F(x, y) which contains (x, x), (x, y) and (y, y). This relation can be obtained
by first constructing the cokernel pair (Q′, q′1, q

′
2) of the relation R. The equalizer (E, e)

of q′1, q′2 yields the desired regular relation and we get a unique morphism j : R → E such
that ej = r.

E

R F(x, y)× F(x, y) Q′r

q′2

q′1

ej

4.5. Lemma. A variety V is Mreg-Mal’tsev if and only if E contains (y, x).
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Proof. "⇒": By definition of an Mreg-Mal’tsev category, the reflexive regular relation
E is symmetric. Hence (y, x) ∈ E.

"⇐": Let A be an algebra in V and s : S ↣ A×A be a reflexive regular relation on A.
We show that if (a, b) ∈ S then also (b, a) ∈ S. We consider the extended version

E
  

e

  
ω

��

R

FF

j

FF

//
r

//

φ

��

F(x, y)× F(x, y)

f×f

��

q′1 //

q′2

// Q′

ψ

��

S ''

s

''

S //
s

// A× A
q′′1 //

q′′2

// Q′′

of Diagram (17), where (Q′′, q′′1 , q
′′
2) is the cokernel pair of s and, by assumption, s is the

equalizer of q′′1 , q′′2 . Furthermore, ψ is the unique map such that the upper and lower
right-hand side squares of the diagram commute. Then

q′′1(f × f)e = ψq′1e = ψq′2e = q′′2(f × f)e,

and there exists a unique map ω : E → S such that sω = (f × f)e . Since (y, x) ∈ E by
assumption and (f × f)(y, x) = (b, a), it follows that (b, a) ∈ S.

4.6. Theorem. A finitary one-sorted variety V of universal algebras is an Mreg-Mal’tsev
category if and only if there exist integers k,m,N ⩾ 0, binary terms f1, g1, . . . , fk, gk ∈
F(x, y), ternary terms p1, . . . , pm ∈ F(x, y, z), (2(k + 2m + 1))-ary terms s1, . . . , sN ,
(2(k +m+ 2))-ary terms σ1, . . . , σN+1 and, for all i ∈ {1, . . . , N + 1}, (k + m + 1)-ary
terms η(i)1 , η

(i)
2 , ϵ

(i)
1 , ϵ

(i)
2 such that the following identities (on variables x, y, u, u′, v1, . . . , vk,

v′1, . . . , v
′
k, w1, . . . , wm and w′

1, . . . , w
′
m) hold, where we write v⃗ for v1, . . . , vk and w⃗ for

w1, . . . , wm, and analogously for v⃗′ and w⃗′:

η(i)α (y, f1(x, y), . . . , fk(x, y), p1(x, x, y), . . . , pm(x, x, y))

=ϵ(i)α (y, f1(x, y), . . . , fk(x, y), p1(x, x, y), . . . , pm(x, x, y)), (18a)

η(i)α (x, g1(x, y), . . . , gk(x, y), p1(x, y, y), . . . , pm(x, y, y))

=ϵ(i)α (x, g1(x, y), . . . , gk(x, y), p1(x, y, y), . . . , pm(x, y, y)), (18b)

for all i ∈ {1, . . . , N + 1} and α ∈ {1, 2};

σi(u, v⃗, w⃗, u
′, v⃗′, w⃗′, ϵ

(i)
1 (u, v⃗, w⃗), ϵ

(i)
2 (u′, v⃗′, w⃗′))

=si(u, v⃗, w⃗, w⃗, u
′, v⃗′, w⃗′, w⃗′), (19a)
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si(u, v⃗, w⃗, w⃗
′, u′, v⃗′, w⃗′, w⃗)

=σi+1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, η

(i+1)
1 (u, v⃗, w⃗), η

(i+1)
2 (u′, v⃗′, w⃗′)), (19b)

for all i ∈ {1, . . . , N} and

u = σ1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, η

(1)
1 (u, v⃗, w⃗), η

(1)
2 (u′, v⃗′, w⃗′)), (20a)

u′ = σN+1(u, v⃗, w⃗, u
′, v⃗′, w⃗′, ϵ

(N+1)
1 (u, v⃗, w⃗), ϵ

(N+1)
2 (u′, v⃗′, w⃗′)). (20b)

Proof. By Lemma 4.5, we know that V is Mreg-Mal’tsev if and only if (y, x) ∈ E. To
construct E, we first build the cokernel pair (Q′, q′1, q

′
2) by means of the coequalizer q′ of

the maps ι′1r, ι′2r, where ι′1, ι′2 are the coproduct inclusions into F(x, y)2 + F(x, y)2, as in
the following diagram:

R // r //

��

r

��

F(x, y)× F(x, y)

ι′2

��

q′2

��

F(x, y)× F(x, y)
ι′1

//

q′1
00

(F(x, y)× F(x, y)) + (F(x, y)× F(x, y))

q′
** Q′

The algebra Q′ is given by the quotient of F(x, y)2 + F(x, y)2, with respect to, due to
Equation (16), the smallest congruence C ′ ⊆ (F(x, y)2 + F(x, y)2)2 containing all pairs of
the form (

ι′1
(
p(x, x, y), p(x, y, y)

)
, ι′2

(
p(x, x, y), p(x, y, y)

))
,

where p ∈ F(x, y, z). The algebra E is then given by all pairs (s, t) ∈ F(x, y) × F(x, y)
such that q′(ι′1(s, t)) = q′(ι′2(s, t)). Thus, the condition (y, x) ∈ E is equivalent to
(ι′1(y, x), ι

′
2(y, x)) ∈ C ′. Proceeding from here analogously as in the proof of Theo-

rem 3.5 yields the claim. We note that, in comparison to the proof of Theorem 3.5, here
P = {(s(x, y), t(x, y)) ∈ F(x, y)×F(x, y) | s(x, x) = t(x, x)} is replaced by F(x, y)×F(x, y),
which explains why the condition fi(x, x) = gi(x, x) for all i ∈ {1, . . . , k} does not appear
here.

References

[1] D. Bourn, Mal’cev categories and fibration of pointed objects, Appl. Categ. Struc-
tures 4 (1996), 307–327.

[2] D. Bourn, The denormalized 3× 3 lemma, J. Pure Appl. Algebra 177 (2003), 113–
129.



352

[3] D. Bourn and M. Gran, Centrality and connectors in Mal’tsev categories, Algebra
Univers. 48 (2002), 309–331.

[4] D. Bourn, M. Gran and P.-A. Jacqmin, On the naturalness of Mal’tsev cat-
egories, in Joachim Lambek: The Interplay of Mathematics, Logic, and Linguistics
(eds. C. Casadio and P.J. Scott), Outstanding Contributions to Logic 20 (2021),
59–104.

[5] D. Bourn and G. Janelidze, Characterization of protomodular varieties of uni-
versal algebras, Theory Appl. Categ. 11 (2003), 143–147.

[6] A. Carboni, J. Lambek and M.C. Pedicchio, Diagram chasing in Mal’cev cat-
egories, J. Pure Appl. Algebra 69 (1990), 271–284.

[7] A. Carboni, M.C. Pedicchio and N. Pirovano, Internal graphs and internal
groupoids in Mal’cev categories, Canadian Math. Soc. Conf. Proc. 13 (1992), 97–109.

[8] A. Day, A characterization of modularity for congruence lattices of algebras, Canad.
Math. Bull. 12 (1969), 167–173.

[9] A. Duvieusart and M. Gran, Higher commutator conditions for extensions in
Mal’tsev categories, J. Algebra 515 (2018), 298–327.

[10] T. Everaert, Higher central extensions in Mal’tsev categories, Appl. Categ. Struc-
tures 22 (2014), 961-979.

[11] H.P. Gumm, Congruence modularity is permutability composed with distributivity,
Arch. Math. 36 (1981), 569–576.

[12] P.-A. Jacqmin, An embedding theorem for regular Mal’tsev categories, J. Pure
Appl. Algebra 222 (2018), 1049–1068.

[13] P.-A. Jacmqin, Partial algebras and embedding theorems for (weakly) Mal’tsev
categories and matrix conditions, Cah. Topol. Géom. Différ. Catég. 60 (2019), 365–
403.

[14] P.-A. Jacqmin, A class of exactness properties characterized via left Kan extensions,
J. Pure Appl. Algebra 226 (2022), 106784.

[15] P.-A. Jacqmin and Z. Janelidze, On linear exactness properties, J. Algebra 583
(2021), 38–88.

[16] G. Janelidze and G.M. Kelly, Galois theory and a general notion of central
extension, J. Pure Appl. Algebra 2 (1994), 135–161.

[17] Z. Janelidze and N. Martins-Ferreira, Weakly Mal’tsev categories and strong
relations, Theory Appl. Categ. 27 (2012), 65–79.



A SYNTACTIC CHARACTERIZATION OF WEAKLY MAL’TSEV VARIETIES 353

[18] B. Jónsson, Algebras whose congruence lattices are distributive, Math. Scand. 21
(1967), 110–121.

[19] A.I. Mal’tsev, On the general theory of algebraic systems, Mat. Sb. N.S. 35 (1954),
3–20.

[20] A.I. Mal’tsev, On the general theory of algebraic systems, Amer. Math. Soc.
Transl. 27 (1963), 125–142.

[21] N. Martins-Ferreira, Weakly Mal’cev categories, Theory Appl. Categ. 21 (2008),
91–117.

[22] N. Martins-Ferreira, On distributive lattices and weakly Mal’tsev categories, J.
Pure Appl. Algebra 216 (2012), 1961–1963.

[23] N. Martins-Ferreira, New wide classes of weakly Mal’tsev categories, Appl.
Categ. Structures 23 (2015), 741–751.

[24] N. Martins-Ferreira, A unified classification theorem for Mal’tsev-like categories,
Appl. Categ. Structures 28 (2020), 323–338.

[25] N. Martins-Ferreira and T. Van der Linden, Categories vs. groupoids via
generalised Mal’tsev properties, Cah. Topol. Géom. Différ. Catég. 55 (2014), 83–112.

[26] M.C. Pedicchio, Arithmetical categories and commutator theory, Appl. Categ.
Structures 4 (1996), 297–305.

[27] J. Riguet, Relations binaires, fermetures, correspondances de Galois, Bull. Soc.
Math. Fr. 76 (1948), 114–155.

Institut de Recherche en Mathématique et Physique, Université catholique de Louvain,
Louvain-la-Neuve, Belgium

Department of Mathematics, Royal Military Academy, Brussels, Belgium

Instituto Politécnico de Leiria, Leiria, Portugal

Email: adja.egner@uclouvain.be
pierre-alain.jacqmin@uclouvain.be
martins.ferreira@ipleiria.pt

This article may be accessed at http://www.tac.mta.ca/tac/



THEORY AND APPLICATIONS OF CATEGORIES will disseminate articles that significantly advance
the study of categorical algebra or methods, or that make significant new contributions to mathematical
science using categorical methods. The scope of the journal includes: all areas of pure category theory,
including higher dimensional categories; applications of category theory to algebra, geometry and topology
and other areas of mathematics; applications of category theory to computer science, physics and other
mathematical sciences; contributions to scientific knowledge that make use of categorical methods.
Articles appearing in the journal have been carefully and critically refereed under the responsibility of
members of the Editorial Board. Only papers judged to be both significant and excellent are accepted
for publication.

Subscription information Individual subscribers receive abstracts of articles by e-mail as they
are published. To subscribe, send e-mail to tac@mta.ca including a full name and postal address. Full
text of the journal is freely available at http://www.tac.mta.ca/tac/.

Information for authors LATEX2e is required. Articles may be submitted in PDF by email
directly to a Transmitting Editor following the author instructions at
http://www.tac.mta.ca/tac/authinfo.html.

Managing editor. Geoff Cruttwell, Mount Allison University: gcruttwell@mta.ca

TEXnical editor. Michael Barr, McGill University: michael.barr@mcgill.ca

Assistant TEX editor. Gavin Seal, Ecole Polytechnique Fédérale de Lausanne:
gavin_seal@fastmail.fm

Transmitting editors.
Clemens Berger, Université de Nice-Sophia Antipolis: cberger@math.unice.fr
Julie Bergner, University of Virginia: jeb2md (at) virginia.edu
Richard Blute, Université d’ Ottawa: rblute@uottawa.ca
John Bourke, Masaryk University: bourkej@math.muni.cz
Maria Manuel Clementino, Universidade de Coimbra: mmc@mat.uc.pt
Valeria de Paiva, Topos Institute: valeria.depaiva@gmail.com
Richard Garner, Macquarie University: richard.garner@mq.edu.au
Ezra Getzler, Northwestern University: getzler (at) northwestern(dot)edu
Rune Haugseng, Norwegian University of Science and Technology: rune.haugseng@ntnu.no
Dirk Hofmann, Universidade de Aveiro: dirk@ua.pt
Joachim Kock, Universitat Autònoma de Barcelona: Joachim.Kock (at) uab.cat
Stephen Lack, Macquarie University: steve.lack@mq.edu.au
Tom Leinster, University of Edinburgh: Tom.Leinster@ed.ac.uk
Sandra Mantovani, Università degli Studi di Milano: sandra.mantovani@unimi.it
Matias Menni, Conicet and Universidad Nacional de La Plata, Argentina: matias.menni@gmail.com
Giuseppe Metere, Università degli Studi di Palermo: giuseppe.metere (at) unipa.it
Kate Ponto, University of Kentucky: kate.ponto (at) uky.edu
Robert Rosebrugh, Mount Allison University: rrosebrugh@mta.ca
Jiri Rosický, Masaryk University: rosicky@math.muni.cz
Giuseppe Rosolini, Università di Genova: rosolini@unige.it
Michael Shulman, University of San Diego: shulman@sandiego.edu
Alex Simpson, University of Ljubljana: Alex.Simpson@fmf.uni-lj.si
James Stasheff, University of North Carolina: jds@math.upenn.edu
Tim Van der Linden, Université catholique de Louvain: tim.vanderlinden@uclouvain.be
Christina Vasilakopoulou, National Technical University of Athens: cvasilak@math.ntua.gr


	Introduction
	Preliminaries
	Weakly Mal'tsev varieties
	Another Mal'tsev-like property

