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#### Abstract

Given a set $\Sigma$ of morphisms in a category $\mathcal{C}$, we construct a functor $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$ which sends elements of $\Sigma$ to split monomorphisms. Moreover, we prove that $F_{1 / \Sigma}$ is weakly universal with that property when considered in the world of locally posetal 2-categories. Besides, we also use locally posetal 2-categories in order to construct weak left adjoints to those functors for which any object in the codomain admits a weak reflection. We then apply these two results in order to restate the Injective Subcategory Problem for $\Sigma$ into the existence of some kind of weak right adjoint for $F_{1 / \Sigma}$.


## 1. Introduction

While a universal property requires the existence of a unique morphism satisfying a given property, a weak universal property merely requires its existence (but not its uniqueness), see [5, 9, 19]. For instance, given a functor $G: \mathcal{D} \rightarrow \mathcal{C}$, a reflection (respectively a weak reflection) for an object $C$ in $\mathcal{C}$ along $G$ consists of an object $D$ in $\mathcal{D}$ together with a morphism $n: C \rightarrow G(D)$ such that for any morphism $m: C \rightarrow G\left(D^{\prime}\right)$, there exists a unique (respectively, there exists a) morphism $d: D \rightarrow D^{\prime}$ such that $G(d) \circ n=m$.


Given such a reflection along $G$ for each object $C$ in $\mathcal{C}$, it is well known that one can construct a left adjoint $F: \mathcal{C} \rightarrow \mathcal{D}$ to $G$, the value of $F$ on arrows being determined by these universal properties. If instead, each object $C$ of $\mathcal{C}$ is only endowed with a weak reflection along $G$, such a left adjoint $F$ can no longer be constructed; the reason being that the image by $F$ of an arrow is not uniquely determined and nothing ensures that a functorial choice can be made. To get round this, weak left adjoints have been considered in the literature (see [17, 19]). A closely related, but more general, approach than in [17] is considered here, using categories enriched in the category Pos of posets. Pos-categories

[^0]can be seen as ordinary categories coherently equipped with a poset structure on each hom-set. We regard each category $\mathcal{C}$ as a Pos-category $\mathcal{P}_{0}(\mathcal{C})$ having the same objects as $\mathcal{C}$ but whose hom-set $\mathcal{P}_{0}(\mathcal{C})(A, B)$ is the set of non-empty subsets of $\mathcal{C}(A, B)$, ordered by inclusion. A functor $G: \mathcal{D} \rightarrow \mathcal{C}$ between ordinary categories induces a Pos-functor $\mathcal{P}_{0}(G): \mathcal{P}_{0}(\mathcal{D}) \rightarrow \mathcal{P}_{0}(\mathcal{C})$. If each object of $\mathcal{C}$ admits a weak reflection along $G$, one can now construct a weak left adjoint $F: \mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathcal{P}_{0}(\mathcal{D})$ in the sense of Definition 3.3. The $\rightharpoonup$ sign indicates that $F$ is merely a lax-Pos-functor, i.e., identities and composition are preserved laxly: $1_{F(A)} \leqslant F\left(1_{A}\right)$ and $F(g) \circ F(f) \leqslant F(g \circ f)$. The construction of $F$ is now based on the fact that, for a non-empty set of arrows $C \rightarrow C^{\prime}$, one can associate the (non-empty) set of all arrows $F(C) \rightarrow F\left(C^{\prime}\right)$ satisfying the obvious commutativity condition.

Given a class $\Sigma$ of morphisms in a category $\mathcal{C}$, the category of fractions of $\mathcal{C}$ with respect to $\Sigma$ is, if it exists, the universal functor $F_{\Sigma^{-1}}: \mathcal{C} \rightarrow \mathcal{C}\left[\Sigma^{-1}\right]$ which sends elements of $\Sigma$ to isomorphisms [11]. When $\Sigma$ is a set, the category of fractions always exists and is constructed by formally adding inverses to elements of $\Sigma$. The main objective of this paper is to treat the weak version of it, namely to find a weakly universal functor which sends elements of $\Sigma$ to split monomorphisms. In order to avoid size problems, we will assume that $\Sigma$ is a set of morphisms of $\mathcal{C}$. Then, for each element $s: A \rightarrow B$ of $\Sigma$, we formally add a morphism $\bar{s}: B \rightarrow A$ such that $\bar{s} \circ s=1_{A}$ to form the category $\mathcal{C}[1 / \Sigma]$. This category can thus be thought of as adding left inverses to elements of $\Sigma$. It comes equipped with a functor $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$ which sends elements of $\Sigma$ to split monomorphisms. Then, given a functor $G: \mathcal{C} \rightarrow \mathcal{D}$ which also sends elements of $\Sigma$ to split monomorphisms, there exists a Pos-functor $H: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightarrow \mathcal{P}_{0}(\mathcal{D})$ such that $H \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=\mathcal{P}_{0}(G)$.


One also has such a weak universal property in the case where $G$ is a lax-Pos-functor $\mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathbb{D}$ to a Pos-category $\mathbb{D}$. In that case, one needs to require that $\mathbb{D}$ is almost complete, i.e., that hom-sets in $\mathbb{D}$ have non-empty suprema and these are preserved by left and right compositions. One also needs $G$ to be almost complete, i.e., that the action of $G$ on arrows preserves non-empty suprema. The assumption that $G$ sends elements of $\Sigma$ to split monomorphisms is now replaced by the conjunction of:
(A) for all $s: A \rightarrow B$ in $\Sigma$, there exists $d \in \mathbb{D}(G(B), G(A))$ such that $d \circ G(s f) \leqslant G(f)$ for any $f \in \mathcal{C}(C, A)$;
(B) if $G(s f)=G\left(s f^{\prime}\right)$ for some $f, f^{\prime}: C \rightarrow A$ in $\mathcal{C}$ and $s: A \rightarrow B$ in $\Sigma$, then $G(h f)=$ $G\left(h f^{\prime}\right)$ for any $h \in \mathcal{C}(A, D)$.

Condition (A) should be thought of as the existence of a retraction for $G(s)$ while condition (B) mimics the fact that $G(s)$ should be a monomorphism. When these conditions
hold, there exists an almost complete lax-Pos-functor $H: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathbb{D}$ such that $H \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=G$.


This problem of turning elements of $\Sigma$ into split monomorphisms recently appeared in [15] where, under strong conditions on $\Sigma$, a functorial choice of retractions has been constructed and the solution was proved to be (strongly) universal. The analogous problem of turning some morphisms of a Pos-category into left adjoint split monomorphisms has been considered in [21].

Given a class $\Sigma$ of morphisms in a category $\mathcal{C}$, an object $I$ is said to be orthogonal to (respectively, injective with respect to) $\Sigma$ if the presheaf $\mathcal{C}(-, I): \mathcal{C}^{\text {op }} \rightarrow$ Set sends elements of $\Sigma$ to isomorphisms (respectively to epimorphisms). The class of objects orthogonal to $\Sigma$ (respectively, injective with respect to $\Sigma$ ) is denoted by $\Sigma^{\perp}$ (respectively by $\Sigma^{\Delta}$ ). The Orthogonal Subcategory Problem (OSP) is the problem to know whether $\Sigma^{\perp}$ is a reflective subcategory of $\mathcal{C}$. This problem appeared in [10] and has been deeply studied since then (see $[1,3,4,6,18,20]$ ). In [11], connections with the category of fractions $\mathcal{C}\left[\Sigma^{-1}\right]$ are established. One can show that, if $\Sigma$ is a set, the full inclusion $\Sigma^{\perp} \hookrightarrow \mathcal{C}$ has a left adjoint whose unit is inverted by $F_{\Sigma^{-1}}$ if and only if $F_{\Sigma^{-1}}: \mathcal{C} \rightarrow \mathcal{C}\left[\Sigma^{-1}\right]$ has a fully faithful right adjoint (see Theorem 5.3).

Due to the new technology developed here, one can have a similar reformulation for the weak version of the OSP, i.e., the Injective Subcategory Problem (ISP). The ISP asks whether $\Sigma^{\Delta}$ is weakly reflective in $\mathcal{C}$ (see [1, 2, 13, 14] for instance). If each object $C$ of $\mathcal{C}$ has a weak reflection $n_{C}: C \rightarrow J(D)$ along the full inclusion $J: \Sigma^{\Delta} \hookrightarrow \mathcal{C}$ for which $n_{C} \in \Sigma$, one can construct a weak left adjoint $R: \mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathcal{P}_{0}\left(\Sigma^{\Delta}\right)$ to $\mathcal{P}_{0}(J)$. By the weak universal property of $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$, this gives rise to a lax-Pos-functor $R^{\prime}: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathcal{P}_{0}\left(\Sigma^{\Delta}\right)$. The composite $\mathcal{P}_{0}(J) \circ R^{\prime}$ has then a property close to being a weak right adjoint for $\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)$, and this property is equivalent to the condition of having weak reflections along $J$ formed by elements of $\Sigma$, see Theorem 6.1.


The paper is organized as follows. In Section 2, we establish the terminology on Poscategories needed in the paper. In Section 3, we give equivalent definitions of a weak left adjoint for a Pos-functor. In Section 4, we construct the functor $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$ and prove its weak universal property. Section 5 is devoted to the reformulation of the OSP using the category of fractions. Finally, in Section 6, we use the results from the previous sections in order to reformulate the ISP in terms of the functor $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$.

## CATEGORIES OF WEAK FRACTIONS

## 2. Pos-categories

Let Pos be the cartesian closed category of posets and order-preserving maps.
2.1. Definition. A Pos-category is a Pos-enriched category. Equivalently, it is a locally posetal 2-category. A Pos-functor between Pos-categories is a Pos-enriched functor, or equivalently, it is a 2-functor between the locally posetal 2-categories.
2.2. Definition. Let $\mathbb{C}$ and $\mathbb{D}$ be two Pos-categories. $A$ lax-Pos-functor $F: \mathbb{C} \rightharpoonup \mathbb{D}$ is a lax-2-functor between the locally posetal 2-categories $\mathbb{C}$ and $\mathbb{D}$. Equivalently, it is given by

- a function $F: \mathrm{ob}(\mathbb{C}) \rightarrow \mathrm{ob}(\mathbb{D})$,
- for each pair of objects $(A, B)$ in $\mathbb{C}$, an order-preserving function $F: \mathbb{C}(A, B) \rightarrow$ $\mathbb{D}(F(A), F(B))$
such that
- $1_{F(A)} \leqslant F\left(1_{A}\right)$ for each object $A$ of $\mathbb{C}$,
- $F(g) \circ F(f) \leqslant F(g \circ f)$ for any pair $(f, g)$ of composable arrows in $\mathbb{C}$.
2.3. Notation. Each Pos-category $\mathbb{C}$ induces a Pos-functor $\mathbb{C}(-,-): \mathbb{C}^{\mathrm{op}} \times \mathbb{C} \rightarrow$ Pos which is the classical 'hom-functor'. As usual, the category Pos is seen as a Pos-category with the pointwise order on morphisms and the Pos-category $\mathbb{C}^{\text {op }}$ is obtained by reversing the 1 -cells of $\mathbb{C}$ but not the order in the hom-sets.
2.4. Definition. Let $F, G: \mathbb{C} \rightharpoonup \mathbb{D}$ be lax-Pos-functors between Pos-categories. A Postransformation $\alpha: F \rightsquigarrow G$ consists of, for each object $A$ of $\mathbb{C}$, a morphism $\alpha_{A}: F(A) \rightarrow$ $G(A)$. We say that
- $\alpha$ is lax-natural $(\alpha: F \rightharpoonup G)$ if $G(f) \circ \alpha_{A} \leqslant \alpha_{B} \circ F(f)$ for each $f \in \mathbb{C}(A, B)$;
- $\alpha$ is oplax-natural $(\alpha: F \rightharpoondown G)$ if $G(f) \circ \alpha_{A} \geqslant \alpha_{B} \circ F(f)$ for each $f \in \mathbb{C}(A, B)$;
- $\alpha$ is natural $(\alpha: F \rightarrow G)$ if it is both lax-natural and oplax-natural, i.e., if $G(f) \circ \alpha_{A}=\alpha_{B} \circ F(f)$ for each $f \in \mathbb{C}(A, B)$.

We have evident identities and compositions of lax-Pos-functors and of Pos-transformations. Moreover, given two Pos-transformations $\alpha, \beta: F \rightsquigarrow G$, we write $\alpha \leqslant \beta$ if $\alpha_{A} \leqslant \beta_{A}$ for all objects $A$ of $\mathbb{C}$.

In [12], a poset $P$ is said to be an almost compete semilattice if it has all non-empty suprema. In view of this, we define:
2.5. Definition. A Pos-category $\mathbb{C}$ is said to be almost complete if for all pair of objects $(A, B)$, the poset $\mathbb{C}(A, B)$ has all non-empty suprema and if for each morphism $f: A \rightarrow B$ and each object $X$ in $\mathcal{C}$, the composition maps

$$
f \circ-: \mathbb{C}(X, A) \rightarrow \mathbb{C}(X, B) \quad \text { and } \quad-\circ f: \mathbb{C}(B, X) \rightarrow \mathbb{C}(A, X)
$$

preserve non-empty suprema.
A lax-Pos-functor $F: \mathbb{C} \rightharpoonup \mathbb{D}$ between Pos-categories is said to be almost complete if, for each pair $(A, B)$ of objects of $\mathbb{C}$, the map

$$
F: \mathbb{C}(A, B) \rightarrow \mathbb{D}(F(A), F(B))
$$

preserves existing non-empty suprema.
Note that in general, an almost complete Pos-category is not enriched in the category of almost complete semilattices and functions preserving non-empty suprema since, for non-rectangular non-empty sets $S \subseteq \mathbb{C}(A, B) \times \mathbb{C}(B, C)$, we do not have

$$
\left(\bigvee_{g \in \pi_{2}(S)} g\right) \circ\left(\bigvee_{f \in \pi_{1}(S)} f\right)=\bigvee_{(f, g) \in S}(g \circ f)
$$

in general.
2.6. Notation. For a set $X$, we denote by $\mathcal{P}_{0}(X)$ the set

$$
\mathcal{P}_{0}(X)=\left\{X^{\prime} \subseteq X \mid X^{\prime} \neq \varnothing\right\}
$$

To any category $\mathcal{C}$, we associate an almost complete Pos-category $\mathcal{P}_{0}(\mathcal{C})$ having the same objects as $\mathcal{C}$ and for any pair of objects $(A, B)$ in $\mathcal{C}, \mathcal{P}_{0}(\mathcal{C})(A, B)=\mathcal{P}_{0}(\mathcal{C}(A, B))$ ordered by inclusion. Given $X \in \mathcal{P}_{0}(\mathcal{C}(A, B))$ and $Y \in \mathcal{P}_{0}(\mathcal{C}(B, C))$, we define

$$
Y \circ X=\{g \circ f \mid f \in X, g \in Y\}
$$

The identity on $A$ in $\mathcal{P}_{0}(\mathcal{C})$ is the singleton $\left\{1_{A}\right\}$.
Given a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ between ordinary categories, one constructs an almost complete Pos-functor $\mathcal{P}_{0}(F): \mathcal{P}_{0}(\mathcal{C}) \rightarrow \mathcal{P}_{0}(\mathcal{D})$ by $\mathcal{P}_{0}(F)(A)=F(A)$ for any object $A$ in $\mathcal{C}$ and $\mathcal{P}_{0}(F)(X)=\{F(f) \mid f \in X\}$ for $X \in \mathcal{P}_{0}(\mathcal{C}(A, B))$. Finally, each natural transformation $\alpha: F \rightarrow G: \mathcal{C} \rightarrow \mathcal{D}$ gives rise to a natural Pos-transformation $\mathcal{P}_{0}(\alpha): \mathcal{P}_{0}(F) \rightarrow \mathcal{P}_{0}(G)$ simply by setting $\mathcal{P}_{0}(\alpha)_{A}=\left\{\alpha_{A}\right\}$ for each object $A$ of $\mathcal{C}$.

By abuse of notation, for a lax-Pos-functor $G: \mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathbb{D}$, we are often going to denote $G(\{f\})$ by $G(f)$ for a morphism $f$ in $\mathcal{C}$.

## 3. Weak left adjoints

Let us now turn our attention to weak adjunctions. The following theorem is the 'weak version' of the well-know fact that an adjunction $F \dashv G$ can be equivalently described via a unit $\eta: 1_{\mathcal{C}} \rightarrow G F$ and a counit $\varepsilon: F G \rightarrow 1_{\mathcal{D}}$ satisfying the two triangular identities, or via bijections $\mathcal{D}(F(C), D) \cong \mathcal{C}(C, G(D))$ natural in $C$ and $D$.

## CATEGORIES OF WEAK FRACTIONS

3.1. Theorem. Let $G: \mathbb{D} \rightarrow \mathbb{C}$ be a Pos-functor between Pos-categories. For a lax-Posfunctor $F: \mathbb{C} \rightharpoonup \mathbb{D}$, the following statements are equivalent:

1. There exists a lax-natural Pos-transformation $\eta: 1_{\mathbb{C}} \rightharpoonup G F$ and a Pos-transformation $\varepsilon: F G \rightsquigarrow 1_{\mathbb{D}}$ such that $G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} \leqslant 1_{G(D)}$ for all objects $D$ in $\mathbb{D}$.
2. There exists a Pos-transformation $\rho=\left(\rho_{C, D}\right)_{C, D}: \mathbb{D}(F(-),-) \rightsquigarrow \mathbb{C}(-, G(-))$ oplaxnatural in $C$ and natural in $D$ together with a Pos-transformation $\sigma=\left(\sigma_{C, D}\right)_{C, D}$ : $\mathbb{C}(-, G(-)) \rightsquigarrow \mathbb{D}(F(-),-)$ lax-natural in $C$ such that $\rho \circ \sigma \leqslant 1_{\mathbb{C}(-, G(-))}$.
3. There exists a Pos-transformation $\rho^{\prime}=\left(\rho_{C, D}^{\prime}\right)_{C, D}: \mathbb{D}(F(-),-) \rightsquigarrow \mathbb{C}(-, G(-))$ oplaxnatural in $C$ and lax-natural in $D$ together with a Pos-transformation $\sigma^{\prime}=\left(\sigma_{C, D}^{\prime}\right)_{C, D}$ : $\mathbb{C}(-, G(-)) \rightsquigarrow \mathbb{D}(F(-),-)$ such that $\rho^{\prime} \circ \sigma^{\prime} \leqslant 1_{\mathbb{C}(-, G(-))}$.

Proof. $1 \Rightarrow 2$ : Given objects $C$ in $\mathbb{C}$ and $D$ in $\mathbb{D}$, we define

$$
\rho_{C, D}(f)=G(f) \circ \eta_{C} \in \mathbb{C}(C, G(D))
$$

for any morphism $f: F(C) \rightarrow D$ in $\mathbb{D}$. This defines an order-preserving function $\rho_{C, D}$ : $\mathbb{D}(F(C), D) \rightarrow \mathbb{C}(C, G(D))$. The corresponding Pos-transformation $\rho: \mathbb{D}(F(-),-) \rightsquigarrow$ $\mathbb{C}(-, G(-))$ is oplax-natural in $C$ since $G$ is a Pos-functor and $\eta$ is lax-natural. It is natural in $D$ again since $G$ is a Pos-functor. Now, for a morphism $g: C \rightarrow G(D)$ in $\mathbb{C}$, we define

$$
\sigma_{C, D}(g)=\varepsilon_{D} \circ F(g) \in \mathbb{D}(F(C), D)
$$

The corresponding Pos-transformation $\sigma: \mathbb{C}(-, G(-)) \rightsquigarrow \mathbb{D}(F(-),-)$ is lax-natural in $C$ since $F$ is a lax-Pos-functor. Finally, given $g: C \rightarrow G(D)$, we have

$$
\begin{aligned}
\rho_{C, D}\left(\sigma_{C, D}(g)\right) & =\rho_{C, D}\left(\varepsilon_{D} \circ F(g)\right) \\
& =G\left(\varepsilon_{D} \circ F(g)\right) \circ \eta_{C} \\
& =G\left(\varepsilon_{D}\right) \circ G F(g) \circ \eta_{C} \\
& \leqslant G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} \circ g \\
& \leqslant g
\end{aligned}
$$

proving 2.
$2 \Rightarrow 3$ is obvious.
$3 \Rightarrow 1$ : Given such $\rho^{\prime}$ and $\sigma^{\prime}$, we define as usual

$$
\eta_{C}=\rho_{C, F(C)}^{\prime}\left(1_{F(C)}\right)
$$

for any object $C$ of $\mathbb{C}$ and

$$
\varepsilon_{D}=\sigma_{G(D), D}^{\prime}\left(1_{G(D)}\right)
$$

for any object $D$ of $\mathbb{D}$. The Pos-transformation $\eta$ : $1_{\mathbb{C}} \rightsquigarrow G F$ is lax-natural since, for $f: C \rightarrow C^{\prime}$ in $\mathbb{C}$, we have

$$
\begin{array}{rlr}
G F(f) \circ \eta_{C} & =G F(f) \circ \rho_{C, F(C)}^{\prime}\left(1_{F(C)}\right) & \\
& \leqslant \rho_{C, F\left(C^{\prime}\right)}^{\prime}(F(f)) & \text { since } \rho^{\prime} \text { is lax-natural in } D \\
& \leqslant \rho_{C^{\prime}, F\left(C^{\prime}\right)}^{\prime}\left(1_{F\left(C^{\prime}\right)}\right) \circ f & \text { since } \rho^{\prime} \text { is oplax-natural in } C \\
& =\eta_{C^{\prime}} \circ f . &
\end{array}
$$

Finally, for any object $D$ in $\mathbb{D}$, we can compute

$$
\begin{aligned}
G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} & =G\left(\sigma_{G(D), D}^{\prime}\left(1_{G(D)}\right)\right) \circ \rho_{G(D), F G(D)}^{\prime}\left(1_{F G(D)}\right) \\
& \leqslant \rho_{G(D), D}^{\prime}\left(\sigma_{G(D), D}^{\prime}\left(1_{G(D)}\right)\right) \quad \text { since } \rho^{\prime} \text { is lax-natural in } D \\
& \leqslant 1_{G(D)}
\end{aligned}
$$

proving 1.
3.2. REMARK. In the above theorem, if $\mathbb{C}$ is of the form $\mathcal{P}_{0}(\mathcal{C})$ for a category $\mathcal{C}$, then the inequality $G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} \leqslant 1_{G(D)}$ in 1 becomes an equality $G\left(\varepsilon_{D}\right) \circ \eta_{G(D)}=1_{G(D)}$ for each object $D$ in $\mathbb{D}$. Indeed, in that case, $1_{G(D)}$ is a singleton and the left hand side is a non-empty subset of it.
3.3. Definition. Let $G: \mathbb{D} \rightarrow \mathbb{C}$ be a Pos-functor between Pos-categories. $A$ weak left adjoint for $G$ is a lax-Pos-functor $F: \mathbb{C} \rightharpoonup \mathbb{D}$ satisfying the equivalent conditions of Theorem 3.1.

Note that in general, a Pos-functor may have many weak left adjoints. Our notion of weak adjoints generalizes the one in [17] where ordinary functors $G: \mathcal{D} \rightarrow \mathcal{C}$ were considered. There, weak left adjoints send a morphism of $\mathcal{C}$ to a non-empty set of morphisms in $\mathcal{D}$. Regarding the above definition for the Pos-functor $\mathcal{P}_{0}(G): \mathcal{P}_{0}(\mathcal{D}) \rightarrow$ $\mathcal{P}_{0}(\mathcal{C})$, a weak left adjoint for $\mathcal{P}_{0}(G)$ sends non-empty sets of morphisms of $\mathcal{C}$ to nonempty sets of morphisms in $\mathcal{D}$. In [16], a weak left adjoint for a functor $G: \mathcal{D} \rightarrow$ $\mathcal{C}$ is defined as an (ordinary) functor $F: \mathcal{C} \rightarrow \mathcal{D}$ together with natural transformations $\eta: 1_{\mathcal{C}} \rightarrow G F$ and $\varepsilon: F G \rightarrow 1_{\mathcal{D}}$ satisfying only one triangular identity, namely $\left(1_{G} \star \varepsilon\right)\left(\eta \star 1_{G}\right)=1_{G}$.

In the strong case, a left adjoint for a functor $G: \mathcal{D} \rightarrow \mathcal{C}$ exists if and only if each object in $\mathcal{C}$ has a reflection along $G$. Let us now study the weak version of this.
3.4. Definition. Let $G: \mathbb{D} \rightarrow \mathbb{C}$ be a Pos-functor between Pos-categories. Given an object $C$ in $\mathbb{C}$, a weak reflection for $C$ along $G$ is a pair $(D, n)$ where $D$ is an object of $\mathbb{D}$ and $n$ a morphism $C \rightarrow G(D)$ in $\mathbb{C}$ such that for any morphism $f: C \rightarrow G\left(D^{\prime}\right)$ in $\mathbb{C}$, there exists a morphism $g: D \rightarrow D^{\prime}$ in $\mathbb{D}$ such that $G(g) \circ n \leqslant f$.


When there is no ambiguity, we will sometimes denote the weak reflection simply by $n$. It is obvious to see that if $n^{\prime}: C \rightarrow G(D)$ is a morphism such that $n^{\prime} \leqslant n$, then $n^{\prime}$ is also a weak reflection for $C$ along $G$ if $n$ is.
3.5. Example. Let $G: \mathcal{D} \rightarrow \mathcal{C}$ be an (ordinary) functor between categories and $C \in \mathcal{C}$ an object. A morphism $n: C \rightarrow G(D)$ in $\mathcal{C}$ is a weak reflection along $G$ (in the classical sense) if and only if the singleton $\{n\}: C \rightarrow G(D)$ in $\mathcal{P}_{0}(\mathcal{C})$ is a weak reflection along $\mathcal{P}_{0}(G)$ in the sense of Definition 3.4. Indeed, if $n$ is a weak reflection in $\mathcal{C}$ and $X \in \mathcal{P}_{0}\left(\mathbb{C}\left(C, G\left(D^{\prime}\right)\right)\right)$, for each $f \in X$, we can choose $g_{f}: D \rightarrow D^{\prime}$ in $\mathcal{D}$ such that $G\left(g_{f}\right) n=f$. The set $Y=\left\{g_{f} \mid f \in X\right\}$ then satisfies $\mathcal{P}_{0}(G)(Y) \circ\{n\}=X$. Conversely, if $\{n\}$ is a weak reflection along $\mathcal{P}_{0}(G)$ and $f: C \rightarrow G\left(D^{\prime}\right)$ is a morphism in $\mathcal{C}$, we know there exists $Y \in \mathcal{P}_{0}\left(\mathbb{D}\left(D, D^{\prime}\right)\right)$ such that $\mathcal{P}_{0}(G)(Y) \circ\{n\} \subseteq\{f\}$. Since $Y$ is not empty, there exists $g \in Y$ which thus satisfies

$$
\mathcal{P}_{0}(G)(\{g\}) \circ\{n\} \subseteq \mathcal{P}_{0}(G)(Y) \circ\{n\} \subseteq\{f\}
$$

Therefore $G(g) n=f$ and $n$ is a weak reflection along $G$.
In addition, an object $C \in \mathcal{C}$ has a weak reflection along $G$ if and only if it has a weak reflection along $\mathcal{P}_{0}(G)$. The 'only if' part immediately follows from the above. Conversely, if $N \in \mathcal{P}_{0}\left(\mathbb{C}(C, G(D))\right.$ ) is a weak reflection along $\mathcal{P}_{0}(G)$, then any singleton $\{n\} \subseteq N$ is also a weak reflection and thus any $n \in N$ is a weak reflection along $G$. Such a $n \in N$ exists since $N$ is not empty.
3.6. Theorem. Let $G: \mathbb{D} \rightarrow \mathbb{C}$ be an almost complete Pos-functor between almost complete Pos-categories. The following statements are equivalent:

## 1. Any object $C$ in $\mathbb{C}$ has a weak reflection along $G$.

2. $G$ has a weak left adjoint $F: \mathbb{C} \rightharpoonup \mathbb{D}$.

Proof. $1 \Rightarrow 2$ : For each object $C$ in $\mathbb{C}$, we choose a weak reflection $\eta_{C}: C \rightarrow G(F(C))$. This already defines $F$ on objects. Then, given $f: C \rightarrow C^{\prime}$ in $\mathbb{C}$, we set

$$
F(f)=\bigvee_{g \in Z_{f}} g
$$

where

$$
Z_{f}=\left\{g: F(C) \rightarrow F\left(C^{\prime}\right) \mid G(g) \circ \eta_{C} \leqslant \eta_{C^{\prime}} \circ f\right\}
$$

is a non-empty set since $\left(F(C), \eta_{C}\right)$ is a weak reflection. Clearly, $F$ preserves the order of the hom-sets. Since $G\left(1_{F(C)}\right) \circ \eta_{C}=\eta_{C}$, we have $1_{F(C)} \in Z_{1_{C}}$ and thus $1_{F(C)} \leqslant F\left(1_{C}\right)$. Now, given $f: C \rightarrow C^{\prime}$ and $f^{\prime}: C^{\prime} \rightarrow C^{\prime \prime}$ in $\mathbb{C}$, we have

$$
F\left(f^{\prime}\right) \circ F(f)=\left(\bigvee_{g^{\prime} \in Z_{f^{\prime}}} g^{\prime}\right) \circ\left(\bigvee_{g \in Z_{f}} g\right)=\bigvee_{\left(g, g^{\prime}\right) \in Z_{f} \times Z_{f^{\prime}}} g^{\prime} g \leqslant F\left(f^{\prime} f\right)
$$

where the second equality holds since $\mathbb{D}$ is almost complete and the inequality comes from the fact that, if $g \in Z_{f}$ and $g^{\prime} \in Z_{f^{\prime}}$,

$$
G\left(g^{\prime} g\right) \eta_{C}=G\left(g^{\prime}\right) G(g) \eta_{C} \leqslant G\left(g^{\prime}\right) \eta_{C^{\prime}} f \leqslant \eta_{C^{\prime \prime}} f^{\prime} f
$$

implying that $g^{\prime} g \in Z_{f^{\prime} f}$. Hence, we have a lax-Pos-functor $F: \mathbb{C} \rightharpoonup \mathbb{D}$. The weak reflections $\eta_{C}$ define a Pos-transformation $\eta: 1_{\mathbb{C}} \rightsquigarrow G F$. This $\eta$ is lax-natural since, given $f: C \rightarrow C^{\prime}$ in $\mathbb{C}$, we have

$$
\begin{array}{rlr}
G F(f) \circ \eta_{C} & =G\left(\bigvee_{g \in Z_{f}} g\right) \circ \eta_{C} & \\
& =\left(\bigvee_{g \in Z_{f}} G(g)\right) \circ \eta_{C} & \text { since } G \text { is almost complete } \\
& =\bigvee_{g \in Z_{f}}\left(G(g) \circ \eta_{C}\right) & \text { since } \mathbb{C} \text { is almost complete } \\
& \leqslant \eta_{C^{\prime}} \circ f . &
\end{array}
$$

Finally, for each object $D$ in $\mathbb{D}$, using the fact that $\eta_{G(D)}$ is a weak reflection, we choose an $\varepsilon_{D}: F G(D) \rightarrow D$ such that $G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} \leqslant 1_{G(D)}$. This defines the required Postransformation $\varepsilon: F G \rightsquigarrow 1_{\mathbb{D}}$ and $F$ is a weak left adjoint for $G$.
$2 \Rightarrow 1:$ Let $F: \mathbb{C} \rightharpoonup \mathbb{D}, \eta: 1_{\mathbb{C}} \rightharpoonup G F$ and $\varepsilon: F G \rightsquigarrow 1_{\mathbb{D}}$ be given by Theorem 3.1. Let us prove that, for an object $C$ in $\mathbb{C},\left(F(C), \eta_{C}\right)$ is a weak reflection along $G$. Given any morphism $f: C \rightarrow G\left(D^{\prime}\right)$, the composite $\varepsilon_{D^{\prime}} \circ F(f): F(C) \rightarrow D^{\prime}$ satisfies the required condition since

$$
G\left(\varepsilon_{D^{\prime}} \circ F(f)\right) \circ \eta_{C}=G\left(\varepsilon_{D^{\prime}}\right) \circ G F(f) \circ \eta_{C} \leqslant G\left(\varepsilon_{D^{\prime}}\right) \circ \eta_{G\left(D^{\prime}\right)} \circ f \leqslant f .
$$

In [19], an (ordinary) functor $G: \mathcal{D} \rightarrow \mathcal{C}$ is said to 'have a weak left adjoint' if each object of $\mathcal{C}$ has a weak reflection along $G$, although no map $\mathcal{C} \rightarrow \mathcal{D}$ is considered. Due to Theorem 3.6, this terminology is thus consistent with ours.

## 4. Categories of (weak) fractions

Given a class $\Sigma$ of morphisms in a category $\mathcal{C}$, the category of fractions of $\mathcal{C}$ with respect to $\Sigma$ is, if it exists, the universal solution to the problem of finding a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ which sends elements of $\Sigma$ to isomorphisms [11]. When $\Sigma$ is a set, the category of fractions always exists and its construction is recalled below. The main objective of this section is to develop a weak version of this. More precisely, if $\Sigma$ is a set, we are going to construct a functor $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$ which sends elements of $\Sigma$ to split monomorphisms and which is, in some sense, weakly universal with that property.
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So let $\mathcal{C}$ be a category and $\Sigma$ a set of morphisms in $\mathcal{C}$. We first construct a conditional graph $\mathcal{G}_{1 / \Sigma}$ (in the sense of [4]; or more precisely a $\mathcal{V}$-conditional graph, for a bigger universe $\mathcal{V}$ containing our base universe $\mathcal{U})$. The objects of $\mathcal{G}_{1 / \Sigma}$ are the same as the objects of $\mathcal{C}$ and given any pair $(A, B)$ of objects, we define $\mathcal{G}_{1 / \Sigma}(A, B)$ as the disjoint union

$$
\mathcal{G}_{1 / \Sigma}(A, B)=\mathcal{C}(A, B) \coprod\{\bar{s} \mid s \in \mathcal{C}(B, A) \cap \Sigma\}
$$

We consider the following commutativity conditions on $\mathcal{G}_{1 / \Sigma}$ (i.e., the pairs of paths to quotient out in the path category of $\mathcal{G}_{1 / \Sigma}$ ):

- $\bar{s} \circ s \approx 1_{A}$ for each $s: A \rightarrow B$ in $\Sigma$;
- $1_{A} \approx($ empty path on $A)$ for each object $A$ in $\mathcal{C}$;
- $g \circ f \approx g f$ for each composable pair of arrows $(f, g)$ in $\mathcal{C}$.

In the third family of commutativity conditions above, the left hand side $g \circ f$ represents the two arrow path made of $f$ followed by $g$ while the right hand side $g f$ represents the single arrow path made of the composition of $f$ and $g$ in $\mathcal{C}$. The path category of $\mathcal{G}_{1 / \Sigma}$ will be denoted by $\mathcal{C}[1 / \Sigma]$. It is not hard to see that, since $\Sigma$ is a set, $\mathcal{C}[1 / \Sigma]$ is actually an ordinary $\mathcal{U}$-category. It comes equipped with a functor

$$
\begin{aligned}
F_{1 / \Sigma}: \mathcal{C} & \longrightarrow \mathcal{C}[1 / \Sigma] \\
A & \longmapsto A \\
f & \longmapsto[f]
\end{aligned}
$$

where $[p]$ denotes the equivalence class of a path $p$ from $\mathcal{G}_{1 / \Sigma}$. This functor $F_{1 / \Sigma}$ sends elements of $\Sigma$ to split monomorphisms since $[\bar{s}] \circ F_{1 / \Sigma}(s)=1_{A}$ for each $s: A \rightarrow B$ in $\Sigma$. Moreover, as attested by the Theorem 4.1 below, $F_{1 / \Sigma}$ is, in the Pos-category world, weakly universal with that property.

Before proving this theorem, let us recall that to construct the category of fractions for $\mathcal{C}$ with respect to $\Sigma$, one first defines the conditional $\mathcal{V}$-graph $\mathcal{G}_{\Sigma^{-1}}$, which is just $\mathcal{G}_{1 / \Sigma}$ together with the additional commutativity conditions

- $s \circ \bar{s} \approx 1_{B}$ for each $s: A \rightarrow B$ in $\Sigma$.

The path category of $\mathcal{G}_{\Sigma^{-1}}$ is denoted $\mathcal{C}\left[\Sigma^{-1}\right]$ and the obvious functor $F_{\Sigma^{-1}}: \mathcal{C} \rightarrow \mathcal{C}\left[\Sigma^{-1}\right]$ is the expected category of fractions.
4.1. Theorem. Let $\mathcal{C}$ be a category and $\Sigma$ a set of morphisms in $\mathcal{C}$. Let also $\mathbb{D}$ be an almost complete Pos-category.

1. If $G: \mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathbb{D}$ is an almost complete lax-Pos-functor such that
(A) for all $s: A \rightarrow B$ in $\Sigma$, there exists $d \in \mathbb{D}(G(B), G(A))$ such that $d \circ G(s f) \leqslant G(f)$ for any $f \in \mathcal{C}(C, A)$,
(B) if $G(s f)=G\left(s f^{\prime}\right)$ for some $f, f^{\prime}: C \rightarrow A$ in $\mathcal{C}$ and $s: A \rightarrow B$ in $\Sigma$, then $G(h f)=G\left(h f^{\prime}\right)$ for any $h \in \mathcal{C}(A, D) ;$
then, there exists an almost complete lax-Pos-functor $H: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathbb{D}$ such that $H \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=G$.
2. If $G: \mathcal{P}_{0}(\mathcal{C}) \rightarrow \mathbb{D}$ is an almost complete Pos-functor such that
(C) for all $s: A \rightarrow B$ in $\Sigma$, there exists $d \in \mathbb{D}(G(B), G(A))$ such that $d \circ G(s)=$ $1_{G(A)}$;
then, $G$ automatically satisfies conditions $(A)$ and ( $B$ ) and there exists an almost complete Pos-functor $H: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightarrow \mathbb{D}$ such that $H \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=G$.


Proof. 1: On objects, $H$ has to be defined as $H(A)=G(A)$. For $s: A \rightarrow B$ in $\Sigma$, we denote

$$
D_{s}=\{d \in \mathbb{D}(G(B), G(A)) \mid d \circ G(s f) \leqslant G(f) \text { for any } f \in \mathcal{C}(C, A)\}
$$

which is not empty by our hypothesis (A) on $G$. Then, for a path $p: A \rightarrow B$ in $\mathcal{G}_{1 / \Sigma}$, we set

$$
\begin{aligned}
& H([p])= \\
& \bigvee_{\left[f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}\right]=[p]}\left(G\left(f_{n}\right) \circ\left(\bigvee_{d_{n-1} \in D_{s_{n-1}}} d_{n-1}\right) \circ \cdots \circ G\left(f_{2}\right) \circ\left(\bigvee_{d_{1} \in D_{s_{1}}} d_{1}\right) \circ G\left(f_{1}\right)\right) \\
& =\bigvee_{\left[f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}\right]=[p]}\left(G\left(f_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(f_{2}\right) \circ \bigvee D_{s_{1}} \circ G\left(f_{1}\right)\right)
\end{aligned}
$$

where the suprema is taken over all alternating paths $f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}$ equivalent to $p$ with $n \geqslant 1$. It follows then that for each morphism $f$ in $\mathcal{C}$, one has $G(f) \leqslant H([f])$, proving at the same time that $H\left(1_{A}\right) \geqslant 1_{H(A)}$ for each object $A$ of $\mathcal{C}$. We then define

$$
H(X)=\bigvee_{[p] \in X} H([p])
$$

for any $X \in \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma](A, B))$. This turns $H$ into an almost complete lax-Pos-functor. Indeed, since $\mathbb{D}$ is almost complete, it suffices to prove $H([q]) \circ H([p]) \leqslant H([q \circ p])$ for
composable paths $p$ and $q$. Again since $\mathbb{D}$ is almost complete, this follows from

$$
\begin{aligned}
& G\left(g_{m}\right) \circ \bigvee D_{t_{m-1}} \circ \cdots \circ G\left(g_{2}\right) \circ \bigvee D_{t_{1}} \circ G\left(g_{1}\right) \circ G\left(f_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \\
& \quad \circ G\left(f_{2}\right) \circ \bigvee D_{s_{1}} \circ G\left(f_{1}\right) \\
& \leqslant G\left(g_{m}\right) \circ \bigvee D_{t_{m-1}} \circ \cdots \circ G\left(g_{2}\right) \circ \bigvee D_{t_{1}} \circ G\left(g_{1} f_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \\
& \quad \circ G\left(f_{2}\right) \circ \bigvee D_{s_{1}} \circ G\left(f_{1}\right) \\
& \leqslant H([p \circ q])
\end{aligned}
$$

where $f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}$ and $g_{m} \circ \overline{t_{m-1}} \circ \cdots \circ g_{2} \circ \overline{t_{1}} \circ g_{1}$ are representative of $[p]$ and $[q]$ respectively. For the first part of the statement, since $G$ is almost complete, it remains now to prove that $H([f]) \leqslant G(f)$ for any morphism $f: A \rightarrow B$ in $\mathcal{C}$.

In order to do so, we are going to prove that for each path of the form $g_{n} \circ \overline{s_{n-1}} \circ \cdots \circ g_{2} \circ \overline{s_{1}} \circ g_{1}$ equivalent to $f$, there exist morphisms $h_{1}, \ldots, h_{n}$ satisfying

- $h_{1}=1_{A}$,
- $G\left(g_{i} h_{i}\right)=G\left(s_{i} h_{i+1}\right)$ for all $1 \leqslant i<n$,
- $G\left(g_{n} h_{n}\right)=G(f)$.


Firstly, we note that if the path is $f$ itself (i.e., $n=1$ and $g_{1}=f$ ), the claim is trivial. Now, suppose those morphisms $h_{1}, \ldots, h_{n}$ exist for the path $g_{n} \circ \overline{s_{n-1}} \circ \cdots \circ g_{1}$ and let us construct the desired morphisms $k_{1}, \ldots, k_{n+1}$ for the path

$$
g_{n} \circ \overline{s_{n-1}} \circ \cdots \overline{s_{m}} \circ y \circ \bar{t} \circ(t x) \circ \overline{s_{m-1}} \circ \cdots \circ \overline{s_{1}} \circ g_{1}
$$

where $1 \leqslant m \leqslant n, t \in \Sigma$ and $y x=g_{m}$ (i.e., $g_{m}$ has been replaced by $y \circ \bar{t} \circ(t x)$ ).


We set

- $k_{i}=h_{i}$ for all $1 \leqslant i \leqslant m$,
- $k_{m+1}=x h_{m}$,
- $k_{i}=h_{i-1}$ for all $m+1<i \leqslant n+1$,
and all the desired equalities for the $k_{i}$ 's immediately follow from the ones for the $h_{i}$ 's.
Suppose now the morphisms $h_{1}, \ldots, h_{n}$ exist for the path $g_{n} \circ \overline{s_{n-1}} \circ \cdots \circ g_{1}$ and let us construct the desired morphisms $k_{1}, \ldots, k_{n-1}$ for the path

$$
g_{n} \circ \overline{s_{n-1}} \circ \cdots \overline{s_{m+1}} \circ\left(g_{m+1} x\right) \circ \overline{s_{m-1}} \circ \cdots \circ \overline{s_{1}} \circ g_{1}
$$

where $1 \leqslant m<n$ and $s_{m} x=g_{m}$ (i.e., $g_{m+1} \circ \overline{s_{m}} \circ g_{m}$ has been replaced by $g_{m+1} x$ ).


We set

- $k_{i}=h_{i}$ for all $1 \leqslant i \leqslant m$,
- $k_{i}=h_{i+1}$ for all $m<i<n$.

All the desired equalities for the $k_{i}$ 's immediately follow from the ones for the $h_{i}$ 's except for $G\left(g_{m+1} x h_{m}\right)=G\left(s_{m+1} h_{m+2}\right)$ if $m<n-1$ and $G\left(g_{n} x h_{n-1}\right)=G(f)$ if $m=n-1$. Since $G\left(s_{m+1} h_{m+2}\right)=G\left(g_{m+1} h_{m+1}\right)$ for the first case and $G(f)=G\left(g_{n} h_{n}\right)=G\left(g_{m+1} h_{m+1}\right)$ in the second, it remains to prove $G\left(g_{m+1} x h_{m}\right)=G\left(g_{m+1} h_{m+1}\right)$. Using our hypothesis (B) about $G$, it suffices to notice that

$$
G\left(s_{m} x h_{m}\right)=G\left(g_{m} h_{m}\right)=G\left(s_{m} h_{m+1}\right)
$$

Since each path equivalent to $f$ is obtained from $f$ by applying a finite number of times these two operations, this proves the claim that such morphisms $h_{1}, \ldots, h_{n}$ always exist. To prove that $H([f]) \leqslant G(f)$, by definition of $H([f])$, we need to prove that $G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ \bigvee D_{s_{1}} \circ G\left(g_{1}\right) \leqslant G(f)$ for all path $g_{n} \circ \overline{s_{n-1}} \circ \cdots \circ \overline{s_{1}} \circ g_{1}$ equivalent to $f$. Using our morphisms $h_{1}, \ldots, h_{n}$, we have for each $1 \leqslant i<n$ :

$$
\begin{aligned}
& G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(g_{i+1}\right) \circ \bigvee D_{s_{i}} \circ G\left(g_{i} h_{i}\right) \\
& =G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(g_{i+1}\right) \circ \bigvee D_{s_{i}} \circ G\left(s_{i} h_{i+1}\right) \\
& \leqslant G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(g_{i+1}\right) \circ G\left(h_{i+1}\right) \quad \text { since } \mathbb{D} \text { is almost complete } \\
& \leqslant G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(g_{i+1} h_{i+1}\right)
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ \bigvee D_{s_{1}} \circ G\left(g_{1}\right) & =G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ \bigvee D_{s_{1}} \circ G\left(g_{1} h_{1}\right) \\
& \leqslant G\left(g_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ \bigvee D_{s_{2}} \circ G\left(g_{2} h_{2}\right) \\
& \leqslant \cdots \\
& \leqslant G\left(g_{n} h_{n}\right) \\
& =G(f)
\end{aligned}
$$

concluding the proof of the first part of the statement.
2: Suppose now that $G$ is an almost complete Pos-functor satisfying condition (C). It is easy to see that $G$ satisfies conditions (A) and (B). Notice also that, for any $s: A \rightarrow B$ in $\Sigma$,

$$
D_{s}=\left\{d \in \mathbb{D}(G(B), G(A)) \mid d \circ G(s) \leqslant 1_{G(A)}\right\}
$$

and $\bigvee D_{s} \circ G(s)=1_{G(A)}$. It remains now to prove that the above constructed $H$ is also a Pos-functor. Since $H$ is almost complete, it suffices to prove $H([q \circ p])=H([q]) \circ H([p])$ for any pair of composable paths $(p, q)$. In order to do so, let us define, for each path $p$, the morphism $H^{\prime}(p)$ in $\mathbb{D}$ via the following rules:

- $H^{\prime}($ empty path on $A)=1_{G(A)}$ for any object $A$,
- $H^{\prime}(f \circ p)=G(f) \circ H^{\prime}(p)$ for any path $p$ composable with the morphism $f$ of $\mathcal{C}$,
- $H^{\prime}(\bar{s} \circ p)=\bigvee D_{s} \circ H^{\prime}(p)$ for any $s: A \rightarrow B$ in $\Sigma$ and any path $p$ of codomain $B$.

We can immediately notice that since $G$ is a Pos-functor:

- $H^{\prime}(\bar{s} \circ s)=\bigvee D_{s} \circ G(s)=1_{G(A)}=H^{\prime}\left(1_{A}\right)$ for any $s: A \rightarrow B$ in $\Sigma$,
- $H^{\prime}\left(1_{A}\right)=H^{\prime}($ empty path on $A)$ for any object $A$,
- $H^{\prime}(g \circ f)=G(g) \circ G(f)=G(g f)=H^{\prime}(g f)$ for any composable pair of arrows $(f, g)$,
- $H^{\prime}(q \circ p)=H^{\prime}(q) \circ H^{\prime}(p)$ for any composable pair of paths $(p, q)$ (by induction on the size of $q$ ).
This proves that $H^{\prime}(p)=H^{\prime}\left(p^{\prime}\right)$ for any pair of equivalent paths $\left(p, p^{\prime}\right)$. Therefore, for any path $p$, we have

$$
\begin{aligned}
H([p]) & =\bigvee_{\left[f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}\right]=[p]}\left(G\left(f_{n}\right) \circ \bigvee D_{s_{n-1}} \circ \cdots \circ G\left(f_{2}\right) \circ \bigvee D_{s_{1}} \circ G\left(f_{1}\right)\right) \\
& =\bigvee_{\left[f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}\right]=[p]} H^{\prime}\left(f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{s_{1}} \circ f_{1}\right) \\
& =\bigvee_{\left[f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ f_{2} \circ \overline{\left.s_{1} \circ f_{1}\right]=[p]}\right.} H^{\prime}(p) \\
& =H^{\prime}(p) .
\end{aligned}
$$

So, for any pair of composable paths $(p, q)$, we have that

$$
H([q \circ p])=H^{\prime}(q \circ p)=H^{\prime}(q) \circ H^{\prime}(p)=H([q]) \circ H([p])
$$

as desired.
4.2. Remark. Although condition (A) is necessary for the existence of a factorization $H: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathbb{D}$, condition (B) seems not to be so in the 'lax world'. However, it mimics the condition that $G(s)$ should be a monomorphism for $s \in \Sigma$.
4.3. REMARK. In [15], given a category $\mathcal{C}$ with pullbacks and a $\Sigma$ containing isomorphisms and stable under composition and pullbacks, the authors construct a functor $\Phi: \mathcal{C} \rightarrow$ $\operatorname{Sect}(\mathcal{C}, \Sigma)$ which sends elements of $\Sigma$ to split monomorphisms. Moreover, a functorial choice of retractions is given, and $\Phi$ is (strongly) universal among those functors equipped with such a functorial choice of retractions (and satisfying a Beck-Chevalley condition). In our category $\mathcal{C}[1 / \Sigma]$, such a functorial choice is not possible since in general $\bar{s} \circ \bar{t} \neq \overline{t s}$ for $s, t, t s \in \Sigma$.

## 5. The Orthogonal Subcategory Problem

We use the following standard definitions (see for instance [14]).
5.1. Definition. In a category $\mathcal{C}$, an object $I$ is injective with respect to (respectively, orthogonal to) a morphism s: $A \rightarrow B$ if for all morphism $f: A \rightarrow I$, there exists (respectively, there exists a unique) morphism $g: B \rightarrow I$ such that $g s=f$.


In this case, we write $s \triangle I$ (respectively $s \perp I$ ).
For a class $\Sigma$ of morphisms in $\mathcal{C}$, we write

$$
\begin{aligned}
& \Sigma^{\Delta}=\{I \in \mathrm{ob}(\mathcal{C}) \mid s \Delta I \text { for all } s \in \Sigma\}, \\
& \Sigma^{\perp}=\{I \in \mathrm{ob}(\mathcal{C}) \mid s \perp I \text { for all } s \in \Sigma\}
\end{aligned}
$$

and for a class $\mathcal{I}$ of objects in $\mathcal{C}$, we write

$$
\begin{aligned}
& \mathcal{I}^{\nabla}=\{s \in \mathcal{C} \mid s \Delta I \text { for all } I \in \mathcal{I}\} \\
& \mathcal{I}^{\top}=\{s \in \mathcal{C} \mid s \perp I \text { for all } I \in \mathcal{I}\}
\end{aligned}
$$

Given a class of morphisms $\Sigma$ in $\mathcal{C}$, the Orthogonal Subcategory Problem (OSP), which first appeared in [10], deals with the question to know whether $\Sigma^{\perp}$, considered as a full subcategory of $\mathcal{C}$, is reflective in $\mathcal{C}$. This problem has been deeply studied (see for
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instance $[1,3,4,6,18,20])$ and connections with the category of fractions $\mathcal{C}\left[\Sigma^{-1}\right]$ has been established [11]. We recall in this section these connections. Since in [11] the condition that $\Sigma$ admits a left calculus of fractions was unnecessarily used, and since it is not known to the author whether this easy generalization already appears in the literature, we reprove these results here without the left calculus of fractions assumption. The final goal is to consider the weak version of Theorem 5.3 in the next section. We start with a lemma generalizing 4.1.2 in [11]. To avoid technical size issues, we assume that $\Sigma$ is a set although this assumption might be relaxed.
5.2. Lemma. Let $\Sigma$ be a set of morphisms in a category $\mathcal{C}$. Given any map $[p]: A \rightarrow K$ in $\mathcal{C}\left[\Sigma^{-1}\right]$ where $K \in \Sigma^{\perp}$, there exists a unique morphism $f: A \rightarrow K$ in $\mathcal{C}$ such that $F_{\Sigma^{-1}}(f)=[p]$.

Proof. Let us first prove existence. The map $[p]: A \rightarrow K$ is represented by a path $f_{n} \circ \overline{s_{n-1}} \circ \cdots \circ \overline{s_{1}} \circ f_{1}$ in $\mathcal{G}_{\Sigma^{-1}}$. We are going to construct morphisms $g_{i}: B_{i} \rightarrow K$ in $\mathcal{C}$ for each $1 \leqslant i \leqslant n$ satisfying

- $g_{n}=1_{K}$ and
- $g_{i} s_{i}=g_{i+1} f_{i+1}$ for all $1 \leqslant i<n$.


We first construct $g_{n}=1_{K}$. Now, suppose $g_{i+1}$ is constructed for some $1 \leqslant i<n$. Since $K \in \Sigma^{\perp}$ and $s_{i} \in \Sigma$, there exists a unique morphism $g_{i}: B_{i} \rightarrow K$ such that $g_{i} s_{i}=g_{i+1} f_{i+1}$. We now claim that $F_{\Sigma^{-1}}\left(g_{1} f_{1}\right)=[p]$, proving the existence:

$$
\begin{aligned}
& {[p]=\left[f_{n}\right] \circ \overline{s_{n-1}} \circ \cdots \circ \overline{s_{1}} \circ\left[f_{1}\right]} \\
& =F_{\Sigma^{-1}}\left(g_{n} f_{n}\right) \circ F_{\Sigma^{-1}}\left(s_{n-1}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{n-1}\right) \circ \cdots \circ F_{\Sigma^{-1}}\left(f_{2}\right) \circ F_{\Sigma^{-1}}\left(s_{1}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{1}\right) \\
& =F_{\Sigma^{-1}}\left(g_{n-1} s_{n-1}\right) \circ F_{\Sigma^{-1}}\left(s_{n-1}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{n-1}\right) \circ \cdots \circ F_{\Sigma^{-1}}\left(f_{2}\right) \circ F_{\Sigma^{-1}}\left(s_{1}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{1}\right) \\
& =F_{\Sigma^{-1}}\left(g_{n-1} f_{n-1}\right) \circ F_{\Sigma^{-1}}\left(s_{n-2}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{n-2}\right) \circ \cdots F_{\Sigma^{-1}}\left(f_{2}\right) \circ F_{\Sigma^{-1}}\left(s_{1}\right)^{-1} \circ F_{\Sigma^{-1}}\left(f_{1}\right) \\
& =\cdots \\
& =F_{\Sigma^{-1}}\left(g_{1} f_{1}\right)
\end{aligned}
$$

For uniqueness, we consider the full inclusion $I: \Sigma^{\perp} \hookrightarrow \mathcal{C}$ and its shape $\mathcal{V}$-category [8] $\mathcal{S}_{I}$ for a bigger universe $\mathcal{V} \ni \mathcal{U}$. This $\mathcal{S}_{I}$ has the same objects as $\mathcal{C}$, and morphisms $A \rightarrow B$ in $\mathcal{S}_{I}$ are natural transformations $\mathcal{C}(B, I(-)) \Rightarrow \mathcal{C}(A, I(-))$. Composition is simply the
composition of natural transformations. The functor

$$
\begin{aligned}
D: \mathcal{C} & \longrightarrow \mathcal{S}_{I} \\
A & \longmapsto A \\
f & \longmapsto \mathcal{C}(f, I(-))
\end{aligned}
$$

sends elements of $\Sigma$ to isomorphisms by definition of $\Sigma^{\perp}$. Therefore, $D$ factorizes uniquely through $F_{\Sigma^{-1}}$. So, if $f, f^{\prime}: A \rightarrow K$ are such that $F_{\Sigma^{-1}}(f)=F_{\Sigma^{-1}}\left(f^{\prime}\right)$, then $D(f)=D\left(f^{\prime}\right)$. As usual, this implies

$$
f=D(f)_{K}\left(1_{K}\right)=D\left(f^{\prime}\right)_{K}\left(1_{K}\right)=f^{\prime}
$$

proving uniqueness.
5.3. Theorem. Let $\Sigma$ be a set of morphisms in a category $\mathcal{C}$. Denote by $I: \Sigma^{\perp} \hookrightarrow \mathcal{C}$ the full inclusion functor and $F_{\Sigma^{-1}}: \mathcal{C} \rightarrow \mathcal{C}\left[\Sigma^{-1}\right]$ the category of fractions with respect to $\Sigma$.


The following statements are equivalent:
(i) I has a left adjoint $R$ for which the unit is inverted by $F_{\Sigma^{-1}}$;
(ii) $F_{\Sigma^{-1}}$ has a fully faithful right adjoint;
(iii) $F_{\Sigma^{-1}} \circ I$ is essentially surjective on objects;
(iv) $F_{\Sigma^{-1}} \circ I$ is an equivalence.

In this case, we have

$$
\left\{f \in \mathcal{C} \mid F_{\Sigma^{-1}}(f) \text { is an isomorphism }\right\}=\{f \in \mathcal{C} \mid R(f) \text { is an isomorphism }\}=\Sigma^{\perp \top}
$$

and this class of morphisms admits a left calculus of fractions as introduced in [11].
Proof. We first suppose (i). Let $R: \mathcal{C} \rightarrow \Sigma^{\perp}$ be the left adjoint of $I, \eta: 1_{\mathcal{C}} \Rightarrow I R$ the unit and $\varepsilon: R I \Rightarrow 1_{\Sigma^{\perp}}$ the counit. Since $I$ is fully faithful, $\varepsilon$ is an isomorphism. Moreover, by assumption, $1_{F_{\Sigma^{-1}}} \star \eta$ is an isomorphism. Given any $s: A \rightarrow B$ in $\Sigma^{\perp \top}$,
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since $R(A) \in \Sigma^{\perp}$, there exists a unique $f: B \rightarrow R(A)$ such that $f s=\eta_{A}$. Moreover, since $R(B) \in \Sigma^{\perp}, R(s) f=\eta_{B}$. Using the universality of $\eta_{B}$, there exists a unique $g: R(B) \rightarrow$ $R(A)$ such that $g \eta_{B}=f$. These identities imply $g R(s) \eta_{A}=\eta_{A}$ and $R(s) g \eta_{B}=\eta_{B}$, which in turn imply that $R(s)$ is an isomorphism with inverse $g$. This proves $\Sigma^{{ }^{\top} \top} \subseteq$ $\{f \in \mathcal{C} \mid R(f)$ is an isomorphism $\}$. Conversely, if $s: A \rightarrow B$ is such that $R(s)$ is an isomorphism and $h: A \rightarrow K$ is a map with codomain $K \in \Sigma^{\perp}$,

there exists a unique $k: R(A) \rightarrow K$ such that $k \eta_{A}=h$. So $k R(s)^{-1} \eta_{B} s=h$. For uniqueness, if $x: B \rightarrow K$ is such that $x s=h$, there exists a unique $y: R(B) \rightarrow K$ with $y \eta_{B}=x$. But $y R(s) \eta_{A}=h=k \eta_{A}$ implies that $y R(s)=k$ and so $x=y \eta_{B}=k R(s)^{-1} \eta_{B}$. We have thus proved that

$$
\{f \in \mathcal{C} \mid R(f) \text { is an isomorphism }\}=\Sigma^{\perp \top}
$$

and in particular elements of $\Sigma$ are sent by $R$ to isomorphisms. Therefore, there is a unique functor $\hat{R}: \mathcal{C}\left[\Sigma^{-1}\right] \rightarrow \Sigma^{\perp}$ such that $\hat{R} \circ F_{\Sigma^{-1}}=R$.


Using again the universal property of $F_{\Sigma^{-1}}$, there exists a unique natural transformation $\alpha: F_{\Sigma^{-1}} \circ I \circ \hat{R} \Rightarrow 1_{\mathcal{C}\left[\Sigma^{-1}\right]}$ such that $\alpha \star 1_{F_{\Sigma^{-1}}}=\left(1_{F_{\Sigma^{-1}}} \star \eta\right)^{-1}$. Moreover, since $F_{\Sigma^{-1}}$ is surjective on objects, $\alpha$ itself is an isomorphism. But we also have $\hat{R} \circ F_{\Sigma^{-1}} \circ I=$ $R \circ I \cong 1_{\Sigma^{\perp}}$, proving that $F_{\Sigma^{-1}} \circ I$ is an equivalence with pseudo-inverse $\hat{R}$. Then, $F_{\Sigma^{-1}} \cong\left(F_{\Sigma^{-1}} \circ I\right) \circ R$ has $I \circ \hat{R}$ as right adjoint which is fully faithful since $I$ and $\hat{R}$ are. We have thus proved (i) $\Rightarrow$ (ii) + (iii) + (iv). Moreover, $\hat{R}$ being an equivalence, we already know that

$$
\left\{f \in \mathcal{C} \mid F_{\Sigma^{-1}}(f) \text { is an isomorphism }\right\}=\{f \in \mathcal{C} \mid R(f) \text { is an isomorphism }\}=\Sigma^{\perp \top}
$$

By Proposition 5.3.1 in [4], this class of morphisms admits a left calculus of fractions.
Assume now (ii). Let $G: \mathcal{C}\left[\Sigma^{-1}\right] \rightarrow \mathcal{C}$ be the fully faithful right adjoint of $F_{\Sigma^{-1}}$ with unit $\eta: 1_{\mathcal{C}} \Rightarrow G \circ F_{\Sigma^{-1}}$ and isomorphism counit $\alpha: F_{\Sigma^{-1}} \circ G \Rightarrow 1_{\mathcal{C}\left[\Sigma^{-1}\right]}$. We now prove that for each object $C$ of $\mathcal{C}\left[\Sigma^{-1}\right]$ (i.e., of $\mathcal{C}$ ), $G(C) \in \Sigma^{\perp}$. This would prove (ii) $\Rightarrow$ (iii). So we consider $s: A \rightarrow B$ in $\Sigma$ and $f: A \rightarrow G(C)$ any morphism in $\mathcal{C}$. By the universal
property of $\alpha_{C}$, we know there exists a unique $g: B \rightarrow G(C)$ such that $\alpha_{C} F_{\Sigma^{-1}}(g)=$ $\alpha_{C} F_{\Sigma^{-1}}(f) F_{\Sigma^{-1}}(s)^{-1}$.


But this identity is equivalent to $\alpha_{C} F_{\Sigma^{-1}}(g s)=\alpha_{C} F_{\Sigma^{-1}}(f)$, which, again by the universal property of $\alpha_{C}$, is equivalent to $g s=f$, proving that $G(C) \in \Sigma^{\perp}$ and so (ii) $\Rightarrow$ (iii).

By Lemma 5.2, we know that $F_{\Sigma^{-1}} \circ I$ is fully faithful, proving the equivalence (iii) $\Leftrightarrow$ (iv) (under the axiom of choice).

We now prove (iv) $\Rightarrow$ (i). So suppose we have a pseudo-inverse $H: \mathcal{C}\left[\Sigma^{-1}\right] \rightarrow \Sigma^{\perp}$ for $F_{\Sigma^{-1}} \circ I$ equipped with natural isomorphisms $\alpha: F_{\Sigma^{-1} \circ} I \circ H \Rightarrow 1_{\mathcal{C}\left[\Sigma^{-1}\right]}$ and $\varepsilon: H \circ F_{\Sigma^{-1}} \circ I \Rightarrow$ $1_{\Sigma^{\perp}}$ satisfying $1_{H} \star \alpha=\varepsilon \star 1_{H}$ and $\alpha \star 1_{F_{\Sigma^{-1}} \circ I}=1_{F_{\Sigma^{-1}} \circ I} \star \varepsilon$. For each object $C$ in $\mathcal{C}$,

$$
\alpha_{F_{\Sigma^{-1}}(C)}^{-1}: F_{\Sigma^{-1}}(C) \rightarrow F_{\Sigma^{-1}} I H F_{\Sigma^{-1}}(C)
$$

is a morphism in $\mathcal{C}\left[\Sigma^{-1}\right]$ whose codomain is in $\Sigma^{\perp}$. By Lemma 5.2, there exists a unique morphism $\eta_{C}: C \rightarrow I H F_{\Sigma^{-1}}(C)$ in $\mathcal{C}$ such that $F_{\Sigma^{-1}}\left(\eta_{C}\right)=\alpha_{F_{\Sigma^{-1}}(C)}^{-1}$. The naturality of $\alpha$ and the uniqueness part of Lemma 5.2 show that this defines a natural transformation $\eta: 1_{\mathcal{C}} \Rightarrow I \circ H \circ F_{\Sigma^{-1}}$ inverted by $F_{\Sigma^{-1}}$. We then have

$$
\left(\varepsilon \star 1_{H \circ F_{\Sigma^{-1}}}\right)\left(1_{H \circ F_{\Sigma^{-1}}} \star \eta\right)=\left(\varepsilon \star 1_{H \circ F_{\Sigma^{-1}}}\right)\left(1_{H} \star \alpha^{-1} \star 1_{F_{\Sigma^{-1}}}\right)=1_{H \circ F_{\Sigma^{-1}}}
$$

and

$$
\left(1_{F_{\Sigma^{-1}} \circ I} \star \varepsilon\right)\left(1_{F_{\Sigma^{-1}}} \star \eta \star 1_{I}\right)=\left(1_{F_{\Sigma^{-1}} \circ I} \star \varepsilon\right)\left(\alpha^{-1} \star 1_{F_{\Sigma^{-1}} \circ I}\right)=1_{F_{\Sigma^{-1}} \circ I}
$$

proving once again by Lemma 5.2 that $\left(1_{I} \star \varepsilon\right)\left(\eta \star 1_{I}\right)=1_{I}$. Therefore $I$ has a left adjoint $H \circ F_{\Sigma^{-1}}$ with unit $\eta$ inverted by $F_{\Sigma^{-1}}$.

In general, $\Sigma^{\perp}$ may be reflexive in $\mathcal{C}$ without the unit being inverted by $F_{\Sigma^{-1}}$ (an example can be found in [7]). But in that case, we have the following corollary.
5.4. Corollary. Let $\Sigma$ be a set of morphisms in a category $\mathcal{C}$ such that $\Sigma^{\perp \top}$ is also a set. Denote by $I: \Sigma^{\perp} \hookrightarrow \mathcal{C}$ the full inclusion functor and $F_{\left(\Sigma^{\left.\perp^{\top}\right)^{-1}}\right.}: \mathcal{C} \rightarrow \mathcal{C}\left[\left(\Sigma^{\perp^{\top}}\right)^{-1}\right]$ the category of fractions with respect to $\Sigma^{\perp \top}$.


The following statements are equivalent:
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(i) I has a left adjoint $R$;
(ii) $F_{\left(\Sigma^{\perp \top}\right)^{-1}}$ has a fully faithful right adjoint;
(iii) $F_{\left(\Sigma^{\perp \top}\right)^{-1}} \circ I$ is essentially surjective on objects;
(iv) $F_{\left(\Sigma^{\perp \top}\right)^{-1}} \circ I$ is an equivalence.

In this case, we have

$$
\left\{f \in \mathcal{C} \mid F_{\left(\Sigma^{\perp \top}\right)^{-1}}(f) \text { is an isomorphism }\right\}=\{f \in \mathcal{C} \mid R(f) \text { is an isomorphism }\}=\Sigma^{\perp \top}
$$

and this class of morphisms admits a left calculus of fractions.
Proof. It suffices to use Theorem 5.3 with $\Sigma^{\perp \top}$ instead of $\Sigma$ since $\Sigma^{\perp \top \perp}=\Sigma^{\perp}$. Notice that when $I$ has a left adjoint, the universal property of the unit $\eta$ exactly means that $\eta_{C} \in \Sigma^{\perp \top}$ for all objects $C$ in $\mathcal{C}$.

## 6. An application: the Injective Subcategory Problem

As an application of Theorem 4.1, we prove in this final section the weak version of Theorem 5.3. The weak version of the OSP is the Injective Subcategory Problem (ISP) and deals with the question to know whether $\Sigma^{\Delta}$ is weakly reflective in $\mathcal{C}$. As we are going to show, this is linked with the existence of some sort of weak adjunction involving $F_{1 / \Sigma}: \mathcal{C} \rightarrow \mathcal{C}[1 / \Sigma]$.
6.1. THEOREM. Let $\Sigma$ be a set of morphisms in a category $\mathcal{C}$. Denote by $J: \Sigma^{\Delta} \hookrightarrow \mathcal{C}$ the full inclusion functor.


The following statements are equivalent:
(i) each object $C \in \mathcal{C}$ has a weak reflection $n_{C}: C \rightarrow J(D)$ along $J$ with $n_{C} \in \Sigma$;
(ii) there exists

- a lax-Pos-functor $G: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathcal{P}_{0}(\mathcal{C})$,
- a natural Pos-transformation $\eta: 1_{\mathcal{P}_{0}(\mathcal{C})} \rightarrow G \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)$ and
- a Pos-transformation $\varepsilon: \mathcal{P}_{0}\left(F_{1 / \Sigma}\right) \circ G \rightsquigarrow 1_{\mathcal{P}_{0}(\mathcal{C}[1 / \Sigma])}$
satisfying
- for all object $C \in \mathcal{C}, \eta_{C}=\left\{n_{C}\right\}$ for some $n_{C} \in \Sigma$,
- $1_{G(D)} \leqslant G\left(\varepsilon_{D}\right) \circ \eta_{G(D)}$ for all object $D$ in $\mathcal{C}[1 / \Sigma]$;
(iii) there exist $G, \eta$ and $\varepsilon$ as in (ii) and satisfying, in addition to the above,
- $G$ is almost complete,
- $\varepsilon_{\mathcal{P}_{0}\left(F_{1 / \Sigma)}\right)(C)} \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)\left(\eta_{C}\right)=1_{\mathcal{P}_{0}\left(F_{1 / \Sigma)}(C)\right.}$ for any object $C$ in $\mathcal{C}$.

In this case, we have

$$
\Sigma^{\Delta \nabla}=\left\{f \in \mathcal{C} \mid F_{1 / \Sigma}(f) \text { is a split monomorphism }\right\}
$$

and this class of morphisms contains all split monomorphisms, is closed under composition and given any span $f: A \rightarrow B, g: A \rightarrow C$ in $\mathcal{C}$ with $f \in \Sigma^{\Delta \nabla}$,

one can find $f^{\prime}$ and $g^{\prime}$ in $\mathcal{C}$ such that $f^{\prime} \in \Sigma^{\Delta \nabla}$ and $f^{\prime} g=g^{\prime} f$.
Proof. Suppose (i). By Theorem 3.6, we know $\mathcal{P}_{0}(J)$ has an almost complete weak left adjoint $R: \mathcal{P}_{0}(\mathcal{C}) \rightharpoonup \mathcal{P}_{0}\left(\Sigma^{\Delta}\right)$ given by

$$
R(f)=\left\{g: R(A) \rightarrow R(B) \mid J(g) n_{A}=n_{B} f\right\}
$$


for any $f: A \rightarrow B$ in $\mathcal{C}$. It comes equipped with a natural Pos-transformation $\eta: 1_{\mathcal{P}_{0}(\mathcal{C})} \rightarrow$ $\mathcal{P}_{0}(J) \circ R$ given by $\eta_{C}=\left\{n_{C}\right\}$ for $C \in \mathcal{C}$ and a Pos-transformation $\theta: R \circ \mathcal{P}_{0}(J) \rightsquigarrow 1_{\mathcal{P}_{0}\left(\Sigma^{\wedge}\right)}$ such that $\mathcal{P}_{0}(J)\left(\theta_{K}\right) \circ \eta_{\mathcal{P}_{0}(J)(K)}=1_{\mathcal{P}_{0}(J)(K)}$ for each $K \in \Sigma^{\Delta}$. Now, let us check $R$ satisfies conditions (A) and (B) of Theorem 4.1. Given any $s: A \rightarrow B$ in $\Sigma$,

since $R(A) \in \Sigma^{\Delta}$, there exists an $k: B \rightarrow J R(A)$ such that $k s=n_{A}$. Since $\left(R(B), n_{B}\right)$ is a weak reflection, there exists $d: R(B) \rightarrow R(A)$ such that $d n_{B}=k$. Given $f: C \rightarrow A$ in $\mathcal{C}$ and $g \in R(s f)$, then $d g \in R(f)$ since

$$
d g n_{C}=d n_{B} s f=k s f=n_{A} f
$$

proving condition (A). Now, given $f, f^{\prime}: C \rightarrow A$ such that $R(s f)=R\left(s f^{\prime}\right), h: A \rightarrow D$ and $l \in R(h f)$, we need to prove $l \in R\left(h f^{\prime}\right)$.


Pick any $g \in R(s f)=R\left(s f^{\prime}\right)$ and any $m \in R(h)$. By condition (A), we already know that $d g \in R(f)$. We then have $l \in R\left(h f^{\prime}\right)$ since

$$
l n_{C}=n_{D} h f=m n_{A} f=m d g n_{C}=m d n_{B} s f^{\prime}=m n_{A} f^{\prime}=n_{D} h f^{\prime}
$$

proving condition (B). Therefore, by Theorem 4.1, there exists an almost complete lax-Pos-functor $R^{\prime}: \mathcal{P}_{0}(\mathcal{C}[1 / \Sigma]) \rightharpoonup \mathcal{P}_{0}\left(\Sigma^{\Delta}\right)$ such that $R^{\prime} \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=R$.


Let $G=\mathcal{P}_{0}(J) \circ R^{\prime}$. Since $G \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=\mathcal{P}_{0}(J) \circ R^{\prime} \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)=\mathcal{P}_{0}(J) \circ R$, the natural Pos-transformation $\eta: 1_{\mathcal{P}_{0}(\mathcal{C})} \rightarrow \mathcal{P}_{0}(J) \circ R$ is the required one. Now, given any object $D \in \mathcal{C}[1 / \Sigma]$, we define

$$
\varepsilon_{D}=\left\{e \in \mathcal{C}[1 / \Sigma](J R(D), D) \mid e \circ\left[n_{D}\right]=1_{D}\right\}
$$

This set is non-empty since $\left[\overline{n_{D}}\right] \in \varepsilon_{D}$. Hence, this defines a Pos-transformation $\varepsilon: \mathcal{P}_{0}\left(F_{1 / \Sigma}\right) \circ G \rightsquigarrow 1_{\mathcal{P}_{0}(\mathcal{C}[1 / \Sigma])}$ satisfying $\varepsilon_{\mathcal{P}_{0}\left(F_{1 / \Sigma)}(C)\right.} \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)\left(\eta_{C}\right)=1_{\mathcal{P}_{0}\left(F_{1 / \Sigma)}(C)\right.}$ for each object $C$ in $\mathcal{C}$. To prove the inequality in (ii), we consider, for any object $D \in \mathcal{C}[1 / \Sigma]$, a morphism $d: R J R(D) \rightarrow R(D)$ such that $d n_{J R(D)}=1_{J R(D)}$.


In particular, $d n_{J R(D)} n_{D}=n_{D}$, proving that $\{d\} \circ R\left(n_{D} f\right) \subseteq R(f)$ for any $f \in \mathcal{C}\left(D^{\prime}, D\right)$ by the above argument. By the construction of $R^{\prime}$ given in Theorem 4.1, this immediately shows that $d \in R^{\prime}\left(\left[\overline{n_{D}}\right]\right)$. Therefore,

$$
\begin{aligned}
G\left(\varepsilon_{D}\right) \circ \eta_{G(D)} & =\mathcal{P}_{0}(J)\left(R^{\prime}\left(\varepsilon_{D}\right)\right) \circ\left\{n_{J R(D)}\right\} \\
& \supseteq \mathcal{P}_{0}(J)\left(R^{\prime}\left(\left[\overline{n_{D}}\right]\right)\right) \circ\left\{n_{J R(D)}\right\} \\
& \ni d \circ n_{J R(D)} \\
& =1_{J R(D)} \\
& =1_{G(D)}
\end{aligned}
$$

proving (iii).
(iii) $\Rightarrow$ (ii) being trivial, let us prove (ii) $\Rightarrow$ (i). Let us first prove that if $C$ is an object of $\mathcal{C}[1 / \Sigma]$ (i.e., of $\mathcal{C}$ ), then $G(C) \in \Sigma^{\Delta}$. Let $s: A \rightarrow B$ in $\Sigma$ and $f: A \rightarrow G(C)$ in $\mathcal{C}$.


We know that

$$
\begin{aligned}
G([\bar{s}]) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(s)\right) \circ \eta_{A} & \subseteq G\left([\bar{s}] \circ \mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(s)\right) \circ \eta_{A} \\
& =G\left(1_{A}\right) \circ \eta_{A} \\
& =G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)\left(1_{A}\right)\right) \circ \eta_{A} \\
& =\eta_{A} \circ 1_{A} \\
& =\eta_{A} .
\end{aligned}
$$

Since $\eta_{A}$ is the singleton $\left\{n_{A}\right\}$, this proves that $G([\bar{s}]) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(s)\right) \circ \eta_{A}=\eta_{A}$. We can thus compute

$$
\begin{aligned}
& G\left(\varepsilon_{C}\right) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(f)\right) \circ G([\bar{s}]) \circ \eta_{B} \circ\{s\} \\
& =G\left(\varepsilon_{C}\right) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(f)\right) \circ G([\bar{s}]) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(s)\right) \circ \eta_{A} \\
& =G\left(\varepsilon_{C}\right) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(f)\right) \circ \eta_{A} \\
& =G\left(\varepsilon_{C}\right) \circ \eta_{G(C)} \circ\{f\} \\
& \ni f
\end{aligned}
$$

## CATEGORIES OF WEAK FRACTIONS

where the last line is deduced from $1_{G(C)} \in G\left(\varepsilon_{C}\right) \circ \eta_{G(C)}$. Therefore, there must exist $g \in G\left(\varepsilon_{C}\right) \circ G\left(\mathcal{P}_{0}\left(F_{1 / \Sigma}\right)(f)\right) \circ G([\bar{s}]) \circ \eta_{B}$ such that $g s=f$, proving that $G(C) \in \Sigma^{\Delta}$. Now, $n_{C}: C \rightarrow G(C)=J G(C)$ is a weak reflection for $C$ along $J$ since $n_{C} \in \Sigma$. We have thus proved (i).

Now, let us suppose these conditions hold. We use the notation of the proof of (i) $\Rightarrow$ (iii). For any $f: A \rightarrow B \in \Sigma^{\Delta \nabla}$, there exists $k: B \rightarrow J R(A)$ such that $k f=n_{A}$.


We thus have

$$
\left[\overline{n_{A}}\right] \circ F_{1 / \Sigma}(k) \circ F_{1 / \Sigma}(f)=\left[\overline{n_{A}}\right] \circ F_{1 / \Sigma}\left(n_{A}\right)=1_{A}
$$

in $\mathcal{C}[1 / \Sigma]$, proving that $F_{1 / \Sigma}(f)$ is a split monomorphism. Conversely, if $f \in \mathcal{C}(A, B)$ is such that $F_{1 / \Sigma}(f)$ is a split monomorphism, choose $[p] \in \mathcal{C}[1 / \Sigma](B, A)$ such that $[p] \circ F_{1 / \Sigma}(f)=1_{A}$. Given any $x \in R^{\prime}([p])$ and any $g \in R(f)$, we have

$$
x g \in x \circ R(f) \subseteq R^{\prime}([p]) \circ R^{\prime}\left(F_{1 / \Sigma}(f)\right) \subseteq R^{\prime}\left([p] \circ F_{1 / \Sigma}(f)\right)=R^{\prime}\left(1_{A}\right)=R\left(1_{A}\right)
$$

This means $x g n_{A}=n_{A}$. Now, given any $k \in \mathcal{C}(A, J(K))$ with $K \in \Sigma^{\Delta}$, we know there exists $h: R(A) \rightarrow K$ such that $h n_{A}=k$.


Then, we have

$$
h x n_{B} f=h x g n_{A}=h n_{A}=k
$$

proving that $f \in \Sigma^{\Delta \nabla}$. Hence we have

$$
\Sigma^{\Delta \nabla}=\left\{f \in \mathcal{C} \mid F_{1 / \Sigma}(f) \text { is a split monomorphism }\right\}
$$

and this class of morphisms obviously contains split monomorphisms and is closed under composition.

Finally, let $f: A \rightarrow B$ and $g: A \rightarrow C$ in $\mathcal{C}$ with $f \in \Sigma^{\Delta \nabla}$. Since $R(C) \in \Sigma^{\Delta}$, this implies that there exists $g^{\prime}: B \rightarrow J R(C)$ making the diagram

commutative. This proves the required condition since $n_{C} \in \Sigma \subseteq \Sigma^{\Delta \nabla}$.
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