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Editors’ Preface

Marta Bunge’s 1966 doctoral thesis Categories of set valued functors is one of the earli-
est theses in category theory. It has proven an influential source of ideas and methods
that now, almost sixty years later, have become part of every category theorist’s toolkit.
However, until very recently, the thesis was not widely available, with only a short ex-
cerpt provided in [Bun11], and an extension of some aspects of the thesis to the setting
of enriched categories in [Bun69]. Therefore, the editors of Theory and Applications of
Categories are pleased to make this reprint generally available at last.

This thesis is primarily a study of what are now typically called categories of
presheaves, or simply presheaf categories : that is, categories of functors into the category
of sets. The importance of presheaf categories is by now widely appreciated, but, at the
time of writing, they were far less understood. For instance, even the fundamental
characterisation of presheaf categories as free cocompletions under small colimits
appears only to have been observed contemporaneously with the thesis (cf.
André [And66] and Lawvere [Law66a]).

We briefly summarise some of the key contributions of the thesis for the reader’s
convenience.

• In Chapter 1, it is shown that presheaf categories satisfy several of the axioms of
Lawvere’s Elementary Theory of the Category of Sets (ETCS) [Law64], including the
existence of finite limits and colimits, exponentials, and a natural numbers object.

• In §2.1, the notion of regular category is introduced and studied as a weakening of
the notion of abelian category. (The reader should beware that these are not the
same as the subsequent regular categories of Barr [Bar71], though they are closely
related to Barr’s exact categories.) The motivating example of a regular category
in Bunge’s sense is the category of presheaves on (the opposite of) a small category,
herein called diagrammatic categories.

• §2.4 contains the central result of the thesis, which is a characterisation of the
presheaf categories as the Bunge-regular categories that admit small colimits and
that are atomic in the sense of §2.3, viz. having a generating set of atoms (p. 37).
This characterisation of diagrammatic categories later appeared with slightly simpli-
fied assumptions in [Bun69, Corollary 4.19]1; see [CRV04] for a further simplification
building upon Bunge’s.

1The reader should note that some of the terminology in [Bun69] does not precisely match the termi-

iii



iv MARTA C. BUNGE

• §3.1, which is reproduced in [Bun11], is a study of what are now called distribu-
tors [Bén73], viewed as generalised matrices.

• Chapter 3 is devoted to the study of Morita equivalence of categories: that is,
determining when two categories have equivalent presheaf categories. The main
result of the chapter is the observation that two categories are Morita equivalent if
and only if their idempotent splitting completions are equivalent (Theorem 3.2.6).

• The final chapter, Chapter 4, concerns left-adjoint monads and right-adjoint comon-
ads on powers of the category of sets. In particular, it is shown that the category
of left-adjoint monads on S I , for some set I, is equivalent to the category of small
categories whose object set is in bijection with I (p. 79).

• As part of the development of the final chapter, Bunge defines in §4.4 and §4.5
categories and functors internal to a category with finite limits, in terms of monoids
in a category that would now be denoted Span(I, I) (notably preceding Bénabou’s
similar characterisation [Bén67] by a year).

Glossary

The terminology employed in Bunge’s thesis is from 1966, by which time the modern
nomenclature (as of 2024) had not yet become established. As such, many terms may be
unfamiliar, and some terms have different meanings to modern usage. We have therefore
provided a glossary of some of the most common terms in the thesis likely to be unfamiliar
to a modern reader.

Table 1:

Term Meaning

adjoint left-adjoint

coadjoint right-adjoint

right root, direct limit colimit

left root limit

root colimit or limit

right-complete small-cocomplete

left-complete small-complete

complete small-cocomplete and small-complete

Continued on next page

nology in this thesis: for instance, objects known herein as abstractly exclusively unary are simply called
abstractly unary in [Bun69].



CATEGORIES OF SET VALUED FUNCTORS v

Table 1: (Continued)

atom absolutely presentable object7

atomic category category whose full subcategory of atoms is small
and dense

adequate subcategory dense subcategory

dense essentially surjective

diagrammatic category presheaf category

regular category locally small category admitting finite limits and
finite colimits, in which coproduct coprojections
are monic, every congruence is a kernel pair, and
monomorphism and epimorphisms are regular

subregular representation functor nerve, restricted Yoneda embedding

ground object unit object (in a monoidal category)

(co)triple (co)monad

The reader should also note that the term isomorphism is used in several places
throughout the thesis in the context of categories, where equivalence ought instead to
be used. Finally, it is worth remarking that composition and application are written in
diagrammatic order, as was common at the time.

The reprint

The typesetters have corrected minor errors in the original thesis, such as missing symbols
– the thesis being written at a time in which mathematical symbols would be added by
hand to a typewritten manuscript – and have integrated Marta Bunge’s own handwritten
corrections where possible.
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Preface

The theory of categories was introduced by Eilenberg and Mac Lane in 1945 [EM45]; it
arose from the field of topology. It was soon realized that other mathematical theories as
well could profit from their invention. This was initially the main reason for the increasing
interest in categories. The applications brought soon attention to problems peculiar to
the theory of categories, which in a few years grew enough to become another area of
mathematics. Even so, the now widespread interest in category theory seems still to
lie in the many virtues of its applications, such as its unifying character, elegant and
concise language, fruitfulness and emphasis on results involving structure. This led to
the idea that category theory might provide a more suitable foundation for mathematics
than set theory. To carry out this program it was necessary to have also a theory of the
(meta)category of categories. Lawvere [Law66b] has recently provided such a theory; this
seems to be the proper framework in which to develop mathematics on a categorical basis.

An important step in the program of categorizing mathematics has been accomplished
by Lawvere himself [Law64] upon reformulating set theory in terms of categorical concepts
alone, namely, those of mapping, domain, codomain and composition.

In this paper we study a class of categories closely related to the category of sets
and mappings. An essential prerequisite will be an acquaintance with [Law64]. To study
this class of categories we introduce what we call regular categories, which are weakened
abelian categories, especially as axiomatized by Freyd [Fre64], so that [Fre64] is also
assumed as a prerequisite. A general knowledge of category theory is required as well.
Among the various sources, Freyd [Fre64], Mac Lane [Mac65] and Mitchell [Mit65] seem
to be the more introductory ones. Also, an acquaintance with the literature on adjoint
functors, starting with Kan [Kan58] and following with several others, e.g., Freyd [Fre60;
Fre64], Lawvere [Law63a], will be assumed.

The formation of functor categories is one of the basic constructions in the
(meta)category of categories. Given any two categories X and Y , the functor category
denoted by Y X has as objects all functors with domain X and codomain Y and as
maps, all natural transformations between these. We will be concerned in this paper
with a special type of functor categories: those for which the codomain category is S ,
the category of sets and mappings.

A motivation for this choice can be found in the following; any category with small
hom-sets is a full subcategory of a category of this type. Explicitly: if the category X has
small hom-sets, there is a bifunctor HOM: X ∗×X → S , which induces by exponential
adjointness a functor H : X → S X ∗

. The latter is full, faithful and preserves all left
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roots existing in X : it is called the regular representation of X .
However, if X is not small, then S X ∗

will not have small hom-sets, and is thus a
not very manageable category. Fortunately there are many interesting categories which,
though not small, admit a regular representation into a category with small hom-sets.

These are categories which have a small subcategory, let A
j
↪−→X be the inclusion functor,

and such that the composite functor

X
H−→ S X ∗ S j∗

−−→ S A∗

is still full and faithful. The functor is called the subregular representation of X over A,
and A is said to be an adequate subcategory of X . Therefore, if we restrict ourselves –
as we will – to the study of categories of set valued functors with small domain category,
the class of categories admitting a representation as full subcategories of these does not
reduce to the class of small categories. The broader class of categories with adequate sub-
categories are investigated by Isbell [Isb60] and it includes, e.g., every algebraic category
in the sense of Lawvere [Law63a; Law63b]: in this case, the dual of the corresponding
algebraic theory is canonically embedded as an adequate subcategory.

Every category whose objects are all set valued functors with a given small domain
category is seen to be equivalent to a category of diagrams in S with a given diagram
scheme (Grothendieck [Gro57], Mac Lane [ML63], Mitchell [Mit65]). This suggests the
name “diagrammatic” or “S -diagrammatic” for these categories. We adopt throughout
this paper the name “diagrammatic” for any category of the form S C, with C any small
category.

In chapter 1 we study diagrammatic categories in general, simultaneously comparing
them with S , which is the basic diagrammatic category.

The aim of chapter 2 is to characterize abstractly the class of diagrammatic categories.
We first introduce the theory of regular categories, the name being suggested by a conse-
quence of the axioms according to which every map factors uniquely into an epi followed
by a mono, and which is usually called a regularity condition. It is strong enough to ex-
clude most algebraic categories, and those which satisfy a regularity condition are called
regular. All diagrammatic categories are regular, and they are by no means the only
regular categories: all abelian categories are regular as well, and none is diagrammatic.
Therefore, if we hope to characterize diagrammatic categories from regular categories, the
strengthening of the axioms has to be done in a different way than abelianess.

At this point we notice a striking analogy between the regular representation theorem
for any category with a small adequate subcategory, and the representation theorem for
Boolean algebras which says that every Boolean algebra is isomorphic to a field of sets.
Thus, if we let regular categories with small adequate subcategories correspond to Boolean
algebras, then regular categories of set-valued functors with a small domain category (not
necessarily all such functors) must correspond to fields of sets if the analogy between the
two theorems is to be maintained. Also, fields of all subsets of a set must correspond to
diagrammatic categories. It is now that the analogy gives some fruits: since the fields of
all subsets of some set are precisely the complete atomic Boolean algebras, we might try
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an analogous characterization of diagrammatic categories. With the analogy in mind, we
first stipulate which objects in a regular category should be called “atoms”, and with this,
when should a regular category be called “atomic”. It turns out that complete atomic
regular categories have the atoms as an adequate subcategory, so that the existence of a
small adequate subcategory need not be postulated before. And what is more important,
complete atomic regular categories are precisely the diagrammatic categories. That is,
just as any complete atomic Boolean algebra is isomorphic to the field of all subsets of
the set of its atoms, so any complete (right-complete is enough) atomic regular category
is isomorphic to the diagrammatic category with domain category the dual of the full
subcategory determined by its atoms.

In chapter 3 we aim at the question of when are isomorphic any two given diagram-
matic categories, which is the same question that Morita [Mor62] asked for categories
of modules (see also Bass [Bas]). For this purpose, we first study functors between dia-
grammatic categories which have adjoint or coadjoint. Our results can also be found in
André [And66], though the methods of proof are different, as a result of dispensing with
generality from our side. Next, we use these results to establish, as Freyd noticed in [Fre62;
Fre64], that it is not the small domain category which determines completely the func-
tor category (in his case these were categories of additive group-valued functors) but its
amenable closure. The main theorem of the chapter is called “Morita isomorphism theo-
rem for diagrammatic categories” and states that any two given diagrammatic categories
are isomorphic iff the idempotent-splitting closures of the corresponding small domain
categories are isomorphic. This is used to investigate the question of the uniqueness of
the representation of a category as a diagrammatic category.

Chapter 4 is a study of the algebraic side of every algebraic category. For this we
need the theory of triples and triplable categories as introduced and developed by Huber,
Beck, and Eilenberg and Moore. To avoid further requirements, we review briefly the ideas
employed in the chapter. We next discuss some relations between triples and cotriples
which form an adjoint pair as well, and use this information to find out which are all
coadjoint triples in S . They are given by all sets, so that CoadjTriples(S ) ∼= S ∗, since
the correspondence is contravariantly functorial. On the other hand, adjoint triples on S
are given by monoids. Similar questions arise for categories of the form S I , with I a set,
regarded as a discrete category. Adjoint triples on a category S I , are given by all small
categories whose set of objects are isomorphic to I. And the diagrammatic categories with
these small domain categories come close to being the algebras of the triple. Actually,
to see better which are the algebras, we introduced the notions of relative category and
relative functor. These ideas have further potentialities which are beyond the scope of
this paper.

Some notations and conventions are the following: (1) small categories will be
denoted by A,B,C, . . . ,X,Y,Z; (2) arbitrary categories will be denoted by
A ,B,C , . . . ,X ,Y ,Z ; (3) S will always denote the category of sets; (4) the small
categories which are preorders will be denoted by 0, 1, 2, 3, . . .; (5) small categories
which are discrete will be denoted the same way as sets are, by I, J,K, etc.; (6) E is the
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category pictured thus: · · ; (7) the set of objects of a small category C, will be
denoted |C|; (8) the dual of any category A will be denoted A ∗; (9) composition of
maps is denoted in the diagrammatic order, and evaluation is on the left; (10) the
identity map of the object A is either 1A or A.



Chapter 1

Diagrammatic categories in relation
to the category of sets

Let C be a fixed but arbitrary small category. We denote by S the category of sets
and mappings, and by S C the category whose objects are all covariant functors C→ S
and whose maps are all natural transformations between these. For reasons given in the
Preface, any such category will be said to be diagrammatic. Our aims in this chapter
are: (1) to describe properties which are common to all diagrammatic categories; (2) to
determine the extent to which these properties rely on properties of S ; (3) to investigate
the range of validity in the class of diagrammatic categories of the axioms of Lawvere’s
elementary theory of S .

1.1. Finite roots

A category X is said to have finite roots iff for every small category such that its set
of objects is finite, and letting A be one such, the functor X → X A induced by the
functor A → 1 has both a coadjoint (ensuring the existence of left finite roots) and an
adjoint (right finite roots). It has been shown ([Fre64; Law63a]) that it is enough that the
category has terminal and coterminal objects (A ∼= 0), binary products and coproducts
(A ∼= |2|) and equalizers and coequalizers (A ∼= E) for it to have all finite roots. Among
the finite roots are finite products and coproducts, pull-backs and push-outs, images and
inverse images, unions and intersections. We now show that any diagrammatic category
has finite roots.

1.1.1. Proposition. For any small category C, S C has finite roots.

Proof. A terminal object for S C is given by the functor which is constantly 1, where 1
is the name for the terminal object in S . A coterminal object is given dually and denoted
0.

Given any two functors F and G we define (F ×G, pF , pG) as follows: let C(F ×G) =
CF × CG; (pF )C = pCF and (pG)C = pCG, for any C ∈ |C|. If C

x−→ C ′ is a map in C,
1
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let x(F × G) = f where f is the unique map which renders commutative the following
diagram:

CF C ′F

CF × CG C ′F × C ′G

CG C ′G

pCF

pCG

f

xG

xF

pC′F

pC′G

By the way x(F ×G) is defined, this says not only that F ×G is a functor, but also that
pF : F ×G→ F and pG : F ×G→ G are natural transformations. Dually one can define
the coproduct F +G together with the canonical injections iF and iG.

Given any two natural transformations η and ξ, we want to define their equalizer. For
this, we look again in each coordinate, and let eC = Eq(ηC , ξC) for each C ∈ |C|. We
show next that the family so obtained can be made into a natural transformation e which
moreover is the equalizer of η and ξ. For this we first define a functor, the domain of e as

follows: let CE = EC where EC
eC−→ CF

ηC ,ξC−−−−−−⇒ CG is an equalizer diagram. If C
x−→ C ′ is

a map in C, let xE be defined as the unique map f : CE → C ′E such that feC′ = eC(xF ).
That this map f exists and is unique follows from the universal property of equalizers
together with the following identity:

(eC(xF ))ηC′ = eC((xF )ηC′) = eC(ηC(xG)) = (eCηC)(xG)

= (eCξC)xG = eC(ξC(xG)) = eC((xF )ξC′) = (eC(xF ))ξC′ .

With this we have that E is a functor and e : E → F a natural transformation and it is
immediate to see that it is the equalizer of η and ξ. Coequalizers are dually defined.

1.2. The existence of a generating family

In S , the terminal object 1 is a generator. Arbitrary diagrammatic categories need not
have a generator, but they always have a generating family of objects. We will show that
the generating property of a particular generating family in each diagrammatic category
is a consequence of the generating property of 1 in S .

As usual, a functor is said to be representable and denoted by HC if it is C ∈ |C|
which represents it, iff it is naturally equivalent to the functor HOMC(C, ). The family of
representable functors in any diagrammatic category has the size of the domain category
for the functors. We want to show that it is generating, for which purpose we need to
state and prove (for reference) a lemma due to Yoneda.

1.2.1. Lemma. For any small C, any F in S C, and any C ∈ |C|, (HC , F )nat ∼= CF ∼=
HOMS (1, CF ).
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Proof. Let ϕ : (HC , F ) → CF be defined for η ∈ (HC , F ) by ηϕ = 1CηC ∈ CF . Let
ψ : CF → (HC , F ) be defined for z ∈ CF as the natural transformation zψ : HC → F
defined for all x ∈ C ′HC = HOM(C,C ′) by x(zψ)C′ = z(xF ) and naturality follows since

for any C ′ y−→ C ′′ the following diagram commutes:

C ′HC C ′F

C ′′HC C ′′F

(zψ)C′

yFyHC

(zψ)C′′

That it is so can be seen as follows: let x ∈ HOM(C,C ′), arbitrary. Then we have that
x(zψ)C′(yF ) = (x(zψ)C′)(yF ) = (z(xF )(yF )) = z((xy)F ) = (xy)(zψ)C′′ =
(x(yHC))(zψ)C′′ = x((yHC)(zψ)C′′). It is now easy to verify that both ϕψ and ψϕ are
identities.

1.2.2. Theorem. For any small C, the family {HC}C∈|C| is generating for S C.

Proof. Given any two natural transformations F
η,ξ
−−⇒ G such that they are different,

there must exist at least a C ∈ |C| for which ηC ̸= ξC . This implies that there exists
a map 1

z−→ CF in S , such that zηC ̸= zξC . By Yoneda, let zψ : HC → F be the
corresponding natural transformation. We want to show that (zψ)η ̸= (zψ)ξ. This will
be so iff ∃C ′ ∈ |C| such that (zψ)C′ηC′ ̸= (zψ)C′ξC′ . Take C ′ = C. For (zψ)CηC to be
different from (zψ)CξC it is enough that there exists x ∈ HOM(C,C) for which x(zψ)CηC
be different from x(zψ)CξC . Let x = 1C , then we have that (1C(zψ)C)ηC = (z(1CF ))ηC =
zηC ̸= zξC = (z(1CF ))ξC = (1C(zψ)C)ξC which implies the desired result.

1.3. Exponentiation

A category with products is said to have exponentiation iff for any object A the functor

A × ( ) has a coadjoint, denoted ( )A. The category of sets has exponentiation and for
every set A, we have that ( )A = HOM(A, ). However, S is the only category in which
exponentiation is given by HOM, precisely because ( )A has to be an endofunctor while
the only category for which HOM(A, ) is an endofunctor for every object A, is S . All
diagrammatic categories have exponentiation. However, the proof that it is so is not
straightforward as the proof of the existence of finite roots was, and this is so because
exponentiation is not defined coordinatewise.

1.3.1. Theorem. For any small C, and any object F in S C, the endofunctor
F × ( ) : S C → S C has a coadjoint.

Proof. Define a functor ( )F : S C → S C as follows:
if G is any object of S C, let the value at C ∈ |C| of GF be given by

CGF = (HC × F,G)nat
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and extend it to the maps C → C ′ in the obvious fashion so that it becomes a functor.
We can now define a natural transformation

F ×GF ev−→ G

called evaluation, as follows: given C ∈ |C| one has to say what is evC : CF × C(GF )→
CG, that is, evC : CF × (HC × F,G) → CG. If z ∈ CF and η ∈ (HC × F,G), define
(z, η)evC = (1C , z)ηC . If C

x−→ C ′, there are induced maps CF
xF−→ C ′F and ((Hx ×

F ), G) : (HC × F,G) → (HC′ × F,G) and these two induce xF × ((Hx × F ), G) : CF ×
(HC × F,G)→ C ′F × (HC′ × F,G), and the following diagram is commutative:

CF × (HC × F,G) CG

C ′F × (HC′ × F,G) C ′G

xG

evC

evC′

xF×((Hx×F ),G) (∗)

To see that the diagram is commutative we take any z ∈ CF and any η ∈ (HC ×
F,G), and travel in the two orientations. We have (z, η)evC(xG) = (1C , z)ηC(xG) and
(z, η)(xF × ((Hx×F ), G))evC′ = (z(xF ), (Hx×F )η)evC′ = (1C′ , z(xF ))((Hx×F )η)C′ =
(x, z(xF ))ηC′ . We now use the fact that η is a natural transformation, so that the following
diagram commutes:

CHC × CF CG

C ′HC′ × C ′F C ′G

Hx×xF

ηC

xG

ηC′

and so, for 1C ∈ CHC and z ∈ xF , this says precisely that (1C , z)ηC(xG) = (1C , z)(H
x×

xF )ηC′ = (x, z(xF ))ηC′ , so that (∗) above is commutative, and so evaluation is indeed a
natural transformation. We still have to show that ( )F is coadjoint to F × ( ), and it is
for this purpose that we will use the evaluation map just defined.

Suppose given any functor H and a natural transformation h : F × H → G to show
that there exists a unique natural transformation ξ : H → GF such that (F × ξ)ev = h,
i.e., such that the following diagram is commutative:

F ×H

F ×GF Gev

F×ξ h

Let ξ be given for each C ∈ |C| as follows: if y ∈ CH, let y(ξC) ∈ (HC × F,G) be given
by, for x′ ∈ C ′HC and z′ ∈ C ′F let (x′, z′)(yξC)C′ = (z′(x′F ), y)h.

We verify now that (F × ξ)ev = h: given C ∈ |C|, z ∈ CF and y ∈ CH then
((z, y)(F×ξ))evC = (z, yξC)evC = (1C , z)(yξC)C = (z(1CF ), y)h = (z, y)h. The definition
of ξ was forced to make the diagram commute and it is easy to see that it is the only
possible choice.
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A functor which has a coadjoint preserves all right roots that exist, so that the existence
of exponentiation for any diagrammatic category implies that products distributive over
coproducts and that products preserve coequalizers.

It is known that if C is any small category, the regular representation functor H : C→
S C∗

defined by CH = HOM( , C), is full and faithful and preserves all left roots which
might exist in C. In fact, if X is not small, but has a small adequate subcategory
(Isbell [Isb60]) A, the subregular representation functor of X over A, which is just the

composition X
H−→ S X ∗ S j∗

−−→ S A∗
is by definition, full and faithful and it preserves left

roots since each of the composite functors does.
What is not known is that if exponentiation exists, then the regular representation

functor or the subregular representation functor preserve it. We prove two separate the-
orems to that effect:

1.3.2. Theorem. Let C be small and with exponentiation. Then, the regular represen-
tation functor H : C→ S C∗

preserves exponentiation.

Proof. Let A and B be objects in C, we have to show that

HBA = (BA)H ∼= BHAH = HB
HA

By definition, given C ∈ |C|, CHBA = HOM(C,BA) and

C(HB
HA) = (HC ×HA, HB) ∼= (HC×A, HB) ∼= HOM(C × A,B)

And since C is assumed to have exponentiation, we have that
HOM(C × A,B) ∼= HOM(C,BA) which finishes the proof.

1.3.3. Theorem. Let X be any category and let A be an adequate subcategory of X .
Then, if X has exponentiation, the subregular representation of X over A, that is, the
functor

X
H−→ S X ∗ S j∗

−−→ S A∗

preserves exponentiation.

Proof. Let X and Y be any two objects in X . We have to show that

Y X(HS j∗) ∼= (Y (HS j∗))X(HS j∗ ). Let A ∈ |A|, arbitrary. On the one hand,
A(Y X(HS j∗)) = A(HY XS j∗) = Aj∗HY X = HOM(Aj∗, Y X). On the other hand, we

have: A(Y HS j∗)(XHS j∗ ) = (HA × j∗HY , j
∗HX) ∼= (j∗HAj∗ × j∗HY , j

∗HX) ∼=
j∗(HAj∗ ×HY , HX) ∼= j∗(HAj∗×Y , HX) ∼= HOM(Aj∗ × Y,X) = HOM(Aj∗, Y X).

1.4. Autonomy

An autonomous category (Linton [Lin65]) is a category A together with a bifunctor

A ( , ) : A ∗ ×A → A
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and a forgetful functor
U : A → S

such that the following triangle is commutative:

A ∗ ×A A

S
UHOM

A ( , )

Moreover, there is a law of composition for A ( , ), which is given by a collection of maps,
one for each triple (A,B,C) of objects in A , and which is natural in each of the three
variables, it is associative and behaves well with respect to a ground object if there is any.
The domain and range of the maps are

LAB,C : A (B,C)→ A (A (A,B),A (A,C))

With the above one can introduce “tensor products” as follows: let LA : A → A be
defined by BLA = A (A,B), for any A and B in A . Given A and B, consider LA and
LB. If we assume that the composition LALB is representable, and denoting the object
which represents it by A⊗B, we have that

A (A⊗B,C) = CLA⊗B = CLALB = A (A,C)LB = A (B,A (A,C))

which indicates precisely that for each A ∈ A , A⊗ ( ) is adjoint to A (A, ).
But one can also start with tensor products, to mean the categorical products if the

category has any, and see whether the category has exponentiation as well as a forgetful
functor and then shown to be autonomous with the bifunctor gotten from exponentia-
tion by letting both the base and the exponent vary. However, if this method is adopted
for introducing the concept of autonomous category, one has to show that there is a
law of composition as required. This is done as follows: let A be any category with
exponentiation (and products), and let us denote by ( ) ⊗ ( ) and ( )( ) the two bifunc-
tors corresponding to the operations of forming products and exponentials, respectively.
Given any three objects A,B,C in A , by exponential adjointness there is a corresponding
evaluation map

ev : CB ⊗B → C

and we let h be the map given by composition of the following maps:

CB ⊗BA ⊗ A h−→ C = CB ⊗BA ⊗ A CB⊗ev−−−−→ CB ⊗B ev−→ C

Let now k be the unique map such that the following diagram commutes:

CB ⊗BA ⊗ A ∼= A⊗ CB ⊗BA

A⊗ CA C

A⊗k h

ev
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by exponential adjointness, and again use exponential adjointness to define w as the
unique map which renders commutative the diagram:

BA ⊗ CB

BA ⊗ (CA)(B
A) CA

BA⊗w k

ev

Since w was defined after a triple (A,B,C) was chosen, we can denote it by wAB,C , and
it is a member of the family of maps which give the composition law since wAB,C : C

B →
((CA)(B

A)).
Therefore, we have shown that the above is an equally good method for introducing

autonomous categories. We use this to show:

1.4.1. Theorem. For any small C, S C is an autonomous category.

Proof. We already know that all diagrammatic categories have exponentiation (Theo-
rem 1.3.1) so that we have to find a forgetful functor and show that they are related as
they should for autonomy.

Let U : S C → S , be given by: if T is any object in S C, let TU =df (1, T )nat, and the
obvious extension for the maps.

Then we need to show still, that the following diagram is commutative:

(S C)∗ ×S C S C

S

U( , )nat

Exp

To see this, let F and G be any two objects in S C, then (F,G)ExpU =df G
FU =df

(1, GF )nat ∼= (1× F,G)nat ∼= (F,G)nat since the functor 1 has the property that for every
T in S C, 1 × T ∼= T , same as in the category of sets. Therefore, the above triangle is
commutative and S C is autonomous.

1.5. The existence of a cogenerator

In S , 2 = 1 + 1 is a cogenerator. We will show that any diagrammatic category has a
cogenerator, not only S , and that the fact that it is a cogenerator relies on the fact that
2 is a cogenerator in S .

Let S C be any diagrammatic category, i.e., C is an arbitrary small category. By HC

for C ∈ |C|, we mean the contravariant functor whose value at an object C ′ of C, is
C ′HC = HOMC(C

′, C). It is not an object in S C but in S C∗
, and it may be called a

corepresentable functor, corepresented by C.
On the other hand, consider the functor HOMS ( , 2) : S ∗ → S , which is denoted by

H2.
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Let now QC =df HCH2. To be able to compose them, the codomain category of HC

has to be equal to the domain category of H2. This can be done in two different ways
since, in general, a functor T : A → B which is contravariant can be viewed either as
a covariant functor with domain A ∗ and codomain B, or as a covariant functor which
domain A and codomain B∗. Accordingly, there are two ways of composing the covariant
versions of HC and H2, and we obviously choose QC to be

C HC−−→ S C∗ H2−→ S

which in any case is covariant, and so, an object in S C. Explicitly, the value of QC (for
C ∈ |C|) at an object C ′ of C, is:

C ′QC = HOMS (HOMC(C
′, C), 2)

and if C ′ x−→ C ′′ is a map in C, it induces a map

xQC : HOMS (HOMC(C
′, C), 2)→ HOMS (HOMC(C

′′, C), 2)

which is defined for f : HOMC(C
′, C) → 2, by f(xQC) : HOMC(C

′′, C) → 2 given by, for
z ∈ HOM(C ′′, C), z(f(xGC)) = (yz)f .

Let us now consider the family indexed by |C|, whose members are the functors QC .
We want to show that it is cogenerating for which purpose we prove first a lemma corre-
sponding to the Yoneda lemma and which we may call Co-Yoneda lemma for reference,
although it is not precisely dual to Yoneda lemma, but plays a dual role only.

1.5.1. Lemma. [Co-Yoneda] For any small C, any G in S C, and any C ∈ |C|,
(G,QC)nat ∼= HOMS (CG, 2).

Proof. Let ϕ : (G,QC) → HOMS (CG, 2) be defined by, if η ∈ (G,QC), let ηϕ = αη ∈
HOMS (CG, 2) be such that, for x ∈ CG, xαη = 1CxηC . Let ψ : HOMS (CG, 2) →
(G,QC) be defined by, if α ∈ HOMS (CG, 2) let αψ = ηα ∈ (G,QC) be such that,
for C ′ ∈ |C|, ηαC′ : C

′G → HOMS (HOMC(C
′, C), 2) be such that for y ∈ C ′G and

r : C ′ → C, r(yηαC′ ) = (y(rG))α. To see that we have defined a natural transformation,
let z : C ′ → C ′′. It induces HOMC(z, C) : HOMC(C

′′, C) → HOMC(C
′, C) by sending

m : C ′′ → C into zm : C ′ → C, and this in turn induces HOMS (HOMC(C
′, C), 2) →

HOMS (HOMC(C
′′, C), 2) by sending f : HOM(C ′, C)→ 2 into f ∗ : HOM(C ′′, C)→ 2 by

mf ∗ = (zm)f , for m : C ′′ → C. We verify that the following diagram is commutative:

C ′G HOMS (HOMC(C
′, C), 2)

C ′′G HOMS (HOMC(C
′′, C), 2)

zG ∗=zQC

ηαC′′

ηαC′

For this, let y ∈ C ′G and r : C ′ → C. Travelling clockwise along the diagram we
have (yηαC′ )

∗ : HOMC(C
′′, C) → 2, given by, for C ′′ m−→ C, m(yηαC′ )

∗ = (zm)yηαC′ =
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(y((zm)G))α. Travelling counterclockwise we have (y(zG))ηαC′′ : HOMC(C
′′, C) → 2

which is given by, for C ′′ m−→ C, m(y(zG))ηαC′′ = ((y(zG)(mG)))α = (y((zm)G))α,
since G is a functor. Therefore, the diagram is commutative, or ηα : G→ QC is natural.

To see that ψ is indeed inverse to ϕ, we have to verify that (1) η = ηαη and (2) α = αηα .
Given η, αη is such that xαη = 1C × ηC for x ∈ CG, and so, ηαη is such that

r(yηαη)C′ = (y(rG))αη = 1C(y(rG))ηC for y ∈ C ′G, C ′ r−→ C. We want to show that

r(yηC′) = 1C(y(rG)ηC).

The following diagram is commutative:

C ′G HOMS (HOMC(C
′, C), 2)

CG HOMS (HOMC(C,C), 2)

ηC′

rG rQC

ηC

so that, by evaluating both (yηC′)∗ and (y(rG))ηC at a particular element of HOMC(C,C)
we are sure to get the same result. Taking 1C : C → C, we therefore have that 1C(yηC′)∗ =
1C(y(rG))ηC . But we also know that 1C(yηC′)∗ = r(yηC′) and that 1C(y(rG))ηC =
r(yηC′). So, η = ηαη . Given now α, we get ηα and then αηα which, by definition is such
that given x ∈ CG, xαηα = 1C(xηαC

) = (x(1CG))α = xα. Therefore, α = αηα .

1.5.2. Theorem. For any small C, the family {QC}C∈|C| is cogenerating in S C.

Proof. Let F
η,ξ
−−⇒ G be any two natural transformations which are different. Then, there

exists a C ∈ |C| for which ηC ̸= ξC . In S , 2 is a cogenerator and therefore there exists a
map α : CG→ 2 such that ηCα ̸= ξCα. But this in turn, implies (since 1 is a generator in
S ) that there exists a map x : 1 → CF such that xηCα ̸= xξCα. By Co-Yoneda lemma
(1.5.1), let ηα correspond to the above α. We show now that ηCηαC

̸= ξCηαC
, and so that

ηηα ̸= ξηα, and since ηα : G→ QC we will have shown that {QC} is cogenerating.
For the particular x ∈ CF above, we have that xηCα ̸= xξCα. We now show that

also x(ηηα)C ̸= x(ξηα)C thus completing the proof: Since both x(ηηα)C and x(ξηα)C are
elements of the set CQC , let us find an r : C → C for which r(x(ηηα)C) ̸= r(x(ξηα)C).
And since r(x(ηηα)C) = (r(xηC))ηαC

= ((xηC)(rG))α, and
r(x(ξηα)C) = (r(xξC))ηαC

= ((xξC)(rG))α, all we have to do is to find an r : C → C for
which ((xηC)(rG))α ̸= ((xξC)(rG))α. Choosing r = 1C and recalling that x was chosen
so as to satisfy x(ηCα) ̸= x(ξCα) we have:
((xηC)(1CG))α = (xηC)α = x(ηCα) ̸= x(ξCα) = (xξC)α = ((xξC)(1CG))α.

We now assume to have shown already that any diagrammatic category is complete.
In fact, to this end we only need to show that arbitrary families of objects indexed by a
set have a product and a coproduct, and it is easy to see that it can be shown in a way
analogous to the proof of 1.1.1. We have not done it yet because we will show it in the
last section of this chapter, in an entirely different way.
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If a category is such that for any two objects there is a map between (we will call
such categories strongly connected) then it is immediate to see that the coproduct of a
generating set of objects (assuming completeness as well) is actually a generator for the
category, and that the product of a cogenerating set of objects is a cogenerator. For
example, the above is true in all abelian categories because they are strongly connected:

given A and B arbitrary there is always a zero map A
0−→ B between. In the case of

a diagrammatic category however, we can use Yoneda and Co-Yoneda lemma, since to
require that for an arbitrary object T ∈ S C and every C ∈ |C|, there are maps HC → T ,
is equivalent to requiring that there are maps 1 → CT for every C ∈ |C| which is true
only if T has no empty values, so that arbitrary diagrammatic categories need not have∑

C∈|C|H
C as a generator; and to require that there be maps T → QC is equivalent to

the requirement that there be maps CT → 2 for every C ∈ |C|, which is always true in
S , so that

∏
C∈|C|Q

C is a cogenerator. We state this fact and prove it as follows:

1.5.3. Theorem. For any small C, the object
∏

C∈|C|Q
C is a cogenerator for S C.

Proof. Given F
η,ξ
−−⇒ such that η ̸= ξ, by 1.5.2 there exists a C ∈ |C| and a natural

transformation Cψ : G → QC such that η(Cψ) ̸= ξ(Cψ). Let C ′ ∈ |C| arbitrary but
C ′ ̸= C. Consider C ′G → 1 → 2 in S , where C ′G → 1 is the unique map which exists
since 1 is terminal and 1 → 2 is one of the injections into the coproduct 1 + 1, say i1.
By Co-Yoneda, let C′ψ correspond to the above C ′G → 2, for each C ′ ∈ |C|, i.e., we
have (C′ψ) : G → QC′

for every C ′ ̸= C and (Cψ) : G → QC , which together induce a
unique map ψ : G →

∏
C∈|C|Q

C such that ψpQC′ = (C′ψ) and such that ηψ ̸= ξψ, since
ηψpQC ̸= ξψpQC .

1.6. Regularity, projectives, and injectives

The notions of mono, epi, injective and projective are basic in the theory of categories,
and we do not give their definitions here. However, in the case of diagrammatic categories,
and thanks to Yoneda lemma, the notions of mono and epi can be replaced by the ones
given in the next Proposition:

1.6.1. Proposition. For any C small, and η a map in S C, η is mono (epi) iff for every
C ∈ |C|, ηC is mono (epi).

Proof. Let T ′ η−→ T be mono. We want to show that CT ′ ηC−→ CT is mono. By Yoneda,
ηC : (H

C , T ′)→ (HC , T ). Let f, g be such that fηC = gηC in S , i.e., for every x : 1→ A,
xfηC = xgηC , where A is the common domain of f and g. Since xf ∈ (HC , T ′), (xf)ηC =
xfη, same for g. Now, xfη = (xf)ηC = (xg)ηC = xgη and since η is mono, xf = xg for
every x ∈ A. Therefore, f = g.

Conversely, if for each C ∈ |C|, ηC is mono, let ψ and ξ be such that ψη = ξη. Assume
that however, ψ ̸= ξ, but this implies that there exists a C ∈ |C| for which ψC ̸= ξC . But
then, this contradicts that ηC was mono. Therefore, ψ = ξ.
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We have omitted from the proof the dual part, since it follows the same pattern.
In S , every mono map is the equalizer of a pair of maps. In particular, if A′ a−→ A is

mono then a = Eq(i0q, i1q) where q = Coeq(ai0, ai1) where i0 and i1 are the two (different)
injections of A into the coproduct (which is the disjoint union in S ) A+ A. Similarly:

1.6.2. Proposition. For any small C, in S C every mono is an equalizer.

Proof. Given T ′ η−→ T mono, by 1.6.1 for each C ∈ |C|, ηC is mono in S . Therefore,
by the previous remark, ηC = Eq(i0qC , i1qC) where qC = Coeq(ηCi0, ηCi1). We draw a
picture, a coequalizer diagram, as follows:

CT ′ CT CT + CT T ′′
C

ηC i0 qC

i1

and define a functor T ′′ by CT ′′ = T ′′
C and if C

x−→ C ′, let xT ′′ = f where f : T ′′
C → T ′′

C′

exists, is unique and is such that qCf = ((xT ) × (xT ))qC′ by the universal property of
coequalizers and the fact that ηCi0((xT ) × (xT ))qC′ = (xT ′)ηC′i0qC′ = (xT ′)ηC′i1qC′ =
ηCi1((xT )×(xT ))qC′ . The family {qC}C∈|C| provides a natural transformation q : T+T →
T ′′, and it is immediate to see that η = Eq(i0q, i1q) where now by i0, i1 we mean the two
injections T ⇒ T + T .

Dually, in S every epi map is the coequalizer of a pair of maps. Precisely, if A
q−→ A′′

is epi, then q = Coeq(ap0, ap1) where p0 and p1 are the two projections A×A⇒ A. With
this and the second (dual) half of 1.6.1 one can show that:

1.6.3. Proposition. For any small C, every epi in S C is a coequalizer.

These two propositions have a consequence which is usually taken for a regularity
condition, namely, that any map can be factored uniquely into an epi followed by a mono.
That this is so will be shown in general in the next chapter.

To say that all epimorphisms in S are coequalizers is equivalent to all epimorphisms
being onto, which in turn is equivalent to the statement that 1 is projective in S . Since 1
is then, a projective generator in S , we would like to know whether the generating family
of representables is composed of projective objects, and this is the content of the next
theorem. (Notice, by the way, that if C ∼= 1, the family of representable functors reduces
to a single functor, H0, where 0 is the name for the only identity map (object) which
exists in 1, and therefore H0 is constantly (it can only be evaluated at 0) 1, a singleton
set containing the identity map 0.)

1.6.4. Theorem. For any C ∈ |C|, HC is projective in S C.

Proof. Let T
ψ−→ T ′′ be an epimorphism and HC η−→ T ′′ any natural transformation. By

Yoneda lemma, let xη : 1→ CT ′′ correspond to η. Since ψC : CT → CT ′′ is epi in S , and

1 is projective in S , there exists 1
y−→ CT such that yψC = xη. Using Yoneda again but

in the other direction, let ξy : H
C → T be the corresponding natural transformation of y.

It is immediate that ξyψ = η and so, that HC is projective.
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Dually, it is true that S has an injective cogenerator, namely 2, a fact which will
be used to show that any diagrammatic category has an injective cogenerator, namely,∏

C∈|C|Q
C . We first show that:

1.6.5. Lemma. 2 is injective in S .

Proof. We use the direct image function defined by Lawvere ([Law64]) as follows: given
f : A→ B and ψ : A→ 2, f induces f ∗ : 2A → 2B defined at ψ by ψf ∗ : B → 2 such that
if y ∈ B, y((ψ)f ∗) = i1 iff there exists x ∈ A such that xψ = i1 and xf = y.

We now claim that if f is mono, the following triangle is commutative, for each ψ:

A B

2
ψ

f

ψf∗

This is equivalent to the injectivity of 2 in S . To see that the triangle above commutes,
assume given x ∈ A, and assume first one of the two possibilities, say, that xψ = i1. But
then, by definition of f ∗ we have that (xf)ψf ∗ = i1 also. For this we did not need the
fact that f was mono, but we will need it for the case that xψ = i0. If so, assume that
(xf)ψf ∗ = i1. By the definition of f ∗, the last equation implies that there exists x′ ∈ A
for which x′ψ = i1 and x′f = xf . Since f is mono, this implies that x′ = x, but it is not
possible to have at the same time xψ = i0 and xψ = i1. This contradiction implies that
(xf)ψf ∗ ̸= i1 and so (xf)ψf ∗ = i0.

With this we now prove:

1.6.6. Theorem. For any small C,
∏

C∈|C|Q
C is injective in S C.

Proof. Let T ′ η−→ T be any mono natural transformation, and T ′ ψ−→
∏

C∈|C|Q
C any

natural transformation. Let (Cψ) = ψpQC , for each C ∈ |C|. By Co-Yoneda, let (Cψ)

correspond to (Cψ). Since ηC is mono in S , and 2 is injective, there exists a (Cξ) such that
ηC(Cξ) = (Cψ). In fact, by the previous lemma, we can take (Cξ) to be (Cψ)f

∗. Again by
Co-Yoneda, let (Cξ) : T → QC correspond to (Cξ), and now it is a matter of routine to
verify that η(Cξ) = (Cψ). The bunch of natural transformations {Cξ} so defined induce
a unique natural transformation ξ : T →

∏
C∈|C|Q

C such that the following triangle is
commutative:

T ′ T

∏
C∈|C|Q

C

η

ψ
ξ

This says that
∏

C∈|C|Q
C is injective, precisely because each QC is injective.
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Therefore, every diagrammatic category has an injective cogenerator
∏

C∈|C|Q
C . If

C ∼= 1, S C ∼= S , and
∏

C∈|C|Q
C = 2 injective follows as a particular case of the above

theorem. However, we needed to prove it first since it is used to establish the more general
result.

1.7. Special subfunctors

One of the various consequences that the axiom of choice has in S , is that every subset of
any set has a characteristic function. These subsets are called special by Lawvere [Law64]
until he shows that all subsets are special.

In S C, we can also say that T ′ η−→ T is a subfunctor of T iff η is mono, i.e., iff, for
each C ∈ |C|, ηC is mono in S . It is also possible to define special subfunctors in such a
way as to correspond to the existence of a “characteristic morphism”. Although we have
not been able to find a counterexample, it seems intuitively clear that in general most
functors have subfunctors which are not special.

Let A and B be objects in S C, and B
a−→ A a mono natural transformation of functors.

Then, each CB
aC−→ CA is mono in S , and so, it is a subset of CA and therefore has a

characteristic function φC : CA → 2, i.e., φC is such that aC = Eq(φC , i1). (In fact, we

do not mean i1 but rather, the composite function CA → 1
i1−→ 2, but will write i1 for

convenience.) Therefore, for each C ∈ |C|, we have one such φC , the question being now

when is such a family a natural transformation A
φ−→ 2 as well, for 2 the functor whose

constant value is 2. By the way equalizers are defined in S C, it is clear that if {φC}
happens to be a natural transformation, a will automatically be the equalizer of φ with

A→ 1
i1−→ 2 (notice that the functor constantly 2 is the coproduct of the functor constantly

1 with itself, i.e., 1 + 1), and so, φ will be what we may call the characteristic morphism
of the subfunctor a of A.

Let C
u−→ C ′ be any map in C. For {φC} to form a natural transformation φ, the lower

triangle in the following diagram has to be commutative where the square is commutative
since a is a natural transformation:

CB C ′B

CA C ′A

2

uB

uA

aC aC′

φC φC′

If this is so, the characteristic function of CB
aC−→ CA has to be (uA)φC′ . This statement

is equivalent to the requirement that CB be the largest subobject of CA carried into
C ′B by means of uA. Or, equivalently (by the definition of inverse image of a map, see
[Mit65]), that the square in the above diagram be a pull-back. Actually, this condition
seems to be quite adequate for defining the notion of special subfunctor, and we next prove
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a proposition to the effect that it coincides with the requirement that the subfunctor has
a characteristic morphism.

Therefore, given a mono natural transformation in S C, B
a−→ A, i.e., a subfunctor of

A, we say that a subfunctor a is special iff for every map C
u−→ C ′ in C, the following is a

pull-back diagram:

CB C ′B

CA C ′A

uB

uA

aC aC′

On the other hand, we say that A
φ−→ 2 is the characteristic morphism of B

a−→ A mono

in S C, iff φ is a natural transformation such that

B A 2

1

a φ

1 i1

is an equalizer diagram.

1.7.1. Proposition. A subfunctor is special iff it has a characteristic morphism.

Proof. Assume first that the subfunctor B
a−→ A has the characteristic morphism A

φ−→ 2.
We show that it is special. Consider the following commutative diagram

X

CB C ′B

CA C ′A

2

uB

uA

aC aC′

φC φC′

z

x

y

with aC = Eq(φC , i1) and aC′ = Eq(φC′ , i1
′) where by i1

′ we mean C ′A→ 1
i1−→ 2.

Since x(uA) = yaC′ then xφC = x(uA)φC′ = yaC′φC′ = yaC′i1
′ = xi1.

Therefore, since aC = Eq(φC , i1) there exists a unique z : X → CB such that zaC = x.
But we still need to show that z(uB) = y: since aC′ is mono, assume z(uB) ̸= y, then
z(uB)aC′ ̸= yaC′ and this implies that z(uB)aC′ ̸= x(uA). But x = zaC therefore
z(uB)aC′ ̸= zaC(uA) and therefore (uB)aC′ ̸= aC(uA) which is a contradiction. So
z(uB) = y. This shows that the smaller square is a pull-back, and since C

u−→ C ′ was an
arbitrary map in C, this means that the subfunctor a is special.

For the converse, assume that a is a special subfunctor of A. Since each of the aC
is mono in S , it has a characteristic function φC in S . We have to show that the
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collection {φC} can be made into a natural transformation and furthermore that it is the
characteristic morphism of a.

Let C
u−→ C ′ be any map in C. We have to show that the following diagram commutes:

CA C ′A

2

uA

φC φC′

In other words, that the subset of CA which is the equalizer of (uA)φC′ and i1 is precisely
aC . For this, let X

x−→ CA be their equalizer and show that the two monomorphisms x
and aC are equivalent (see [Fre64]) and so they represent the same subfunctor.

So, x = Eq((uA)φC′ , i1) and also x(uA)i1
′ = xi1 = x(uA)φC′ but since aC′ =

Eq(i1
′, φC′), there exists y : X → C ′B such that x(uA) = yaC′ . That is, the following

diagram is commutative:

X

CB C ′B

CA C ′A

uB

uA

aC aC′

z

x

y

z′

and since the smaller square is a pull-back, there exists a unique z : X → CB such that
z(uB) = y and zaC = x. Now, x = Eq((uA)i1, (uA)φC′) and aC(uA)i1 = (uB)aC′i1 =
(uB)aC′φC′ = aC(uA)φC′ . Therefore, there exists a unique z′ : CB → X such that
z′ = (uB)y and z′x′ = aC . Therefore aC and x are equivalent. This can be seen as
follows:

Since z(uB) = y; zaC = x; z′y = uB; z′x = aC then z′zaC = z′x = aC and aC
mono implies that z′z = CB. On the other hand, zz′x = zaC = x and x mono therefore
zz′ = X. Therefore, aC = Eq((uA)φC′ , i1) which shows that φ such that it is φC in each
C-coordinate, is the characteristic morphism of B

a−→ A.

1.8. The range of validity in the class of diagrammatic categories of the
axioms of Lawvere’s elementary theory of the category of sets

Lawvere [Law64] has characterised the category of sets and mappings by means of eight
first-order axioms adjoined to the first-order axioms of the theory of categories plus a
non-elementary axiom ensuring completeness. In this section, we investigate the validity,
for diagrammatic categories, of these eight first-order axioms and leave for the next
section the question of completeness.

Axiom 1 – There exist finite roots.
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We have proved in 1.1.1 that this holds for arbitrary diagrammatic categories.

Axiom 2 – Exponentiation.

Theorem 1.3.1 says that any diagrammatic category has exponentiation.

Axiom 3 – There exists an object N together with mappings 1
z−→ N

s−→ N such that

given an object X together with mappings 1
x0−→ X

t−→ X, there is a unique mapping
N

x−→ X such that x0 = zx and xt = sx.

This holds also in any diagrammatic category and we show it as follows:
Let N denote the constant functor whose value at each C ∈ |C|, is the object N of S

whose existence is guaranteed by axiom 3, and so, z and s become natural transformations,
if by 1 we mean the constant functor 1. Let X be any object in S C, together with natural

transformations 1
x0−→ X

t−→ X. Then, for each C ∈ |C|, there exists a unique xC such
that (x0)C = zxC and xCtC = sxC . We want to show that the family {xC} indexed by
|C|, is a natural transformation x : N → X. For this, let C

u−→ C ′ be any map in C, and
show that the following diagram is commutative:

1 N N

CX CX

C ′X C ′X

z s

tC

xC
xC

x0C

tC′

xC′

x0C′

xC′

Since 1
x0−→ X is natural, we have that x0C(uX) = x0C′ and since t is natural, that

tC(uX) = (uX)tC′ .
The maps xC , xC′ , x0C are provided by axiom 3 in S . By the uniqueness part of the

axiom, xC(uX) = xC′ and zxC = x0C as well as zxC′ = x0
′
C .

Axiom 4 – 1 is a generator.

We have mentioned already in §1.5 that not every diagrammatic category has a gen-
erator, let alone that it should be the functor constantly 1. We first give a sufficient
condition for a diagrammatic category to have a generator, and then we find out that
there is only one diagrammatic category for which 1 is a generator, to wit, S .

We have introduced before the name strongly connected for any category for which
there is a map between any two objects. We now prove:

1.8.1. Proposition. If C is small and strongly connected, then
∑

C∈|C|H
C is a generator

for S C.

Proof. Let F
η,ξ
−−⇒ G be any two natural transformations which are different. Since the

family of representables is generating for S C, there exists C ∈ |C| and HC hC−→ F such
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that hCηC ̸= hCξC . Given C ′ ̸= C since C is strongly connected there exists some map

C
fC′−−→ C ′ which induces HC′ HfC′

−−−→ HC so that (HfhC) : H
C′ → F .

Define ψC′ to be (HfC′hC) and consider the family {ψC} where ψC′ = HfC′hC if C ′ ̸= C
and ψC = hC . (Use the axiom of choice to select an element from each non-empty set
HOM(C,C ′) for C and C ′ arbitrary objects in C.) This family induces a unique map∑

C∈|C|

HC → F

such that for every C, iCψ = ψC and so ψη ̸= ψξ.

1.8.2. Theorem. 1 is a generator for S C iff C ∼= 1.

Proof. Let 1, the constant functor whose constant value is 1, be a generator for S C.
Since {HC} is a generating family for S C, given any T in S C, there exists a set and

an epimorphism ∑
JT

HC pT−→ T

However, 1 is also a generator, therefore, for eachHC there is a set JC and an epimorphism∑
JC

1
pC−→ HC

Each HC is projective, therefore, there is a map xC such that the following diagram
commutes:

HC

∑
JC

1 HC

HC
xC

pC

By Yoneda, let 1
x′C−→ (c)(

∑
JC

1) = 1
x′C−→

∑
JC

1, which by axiom 7 (to be discussed) has
to factor through one of the injections, but since there is only one map 1→ 1, the identity,
x′C is one of the injections. By Yoneda again, this says that HC →

∑
JC

1 factors through
one of the injections, i.e., that there exists a map yC such that the following diagram is
commutative:

HC

1
∑

JC
1 HC

yC
xC

HC

x′C pC

Thus, HC is a retract of 1 (for any C ∈ |C|) and so it has to be isomorphic to 1, i.e.,
for any C and C ′, HOM(C,C ′) ∼= 1 which means that C is a preorder but a particular
kind of preorder: there is always a map between any two objects, i.e., it is also strongly
connected. Obviously, the only preorder and strongly connected category is 1, since, given

any two objects C,C ′, there are maps C
f−→ C ′ and C ′ g−→ C and both compositions have

to be the identity maps.
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Axiom 5 (Axiom of Choice) – If the domain of a map f has elements then there exists
a map g such that fgf = f .

This axiom does not hold in general for diagrammatic categories if it is translated

into: for every T
η−→ T ′ such that there exists a natural transformation 1

ξ−→ T there

exists a natural transformation T ′ ψ−→ T such that ηψη = η. Although we know no
counterexample, it seems unlikely that a collection of maps in S , indexed by C, and
such that each member ψC be such that ηCψCηC = ηC , should prove to be a natural
transformation as well. If the domain category is discrete, i.e., any set I, then S I has
the axiom of choice in the above form.

However, in S , the non-existence of maps from 1 is another characterization of the
coterminal object, 0. With this, the axiom of choice reads: if f is any map with non
empty domain (non-zero) there exists a map g such that fgf = f . In any diagrammatic
category, there are no natural transformations 1 → 0. However, if T is any functor
which has at least an empty value, there will not be any maps 1→ T either, and T ̸= 0.
If C is strongly connected, the two properties coincide in S C, and the functor
constantly 0 is precisely the object such that there are no natural transformations
1→ 0. Since the only strongly connected discrete category is 1, it seems that the axiom
of choice as it is usually stated, namely that if the domain of a map is not 0 then there
is a g such that fgf = f , holds only for S .

Axiom 6 – If A is not a coterminal object, then there exists 1→ A.

We have commented on this axiom already. It is not true in general, since there
is no natural transformation 1 → T if T is a functor with at least one empty value.
However, if C is strongly connected, the axiom is equivalent to the existence, for every
functor different from 0, of a natural transformation

∑
C∈|C|H

C → T . For arbitrary
diagrammatic categories we have the following elementary but useful result:

1.8.3. Proposition. For any small C, and any T in S C, there exists a set J , a family
of representable functors indexed by J and an epimorphism

∑
J H

C p−→ T .

Proof. Let J =
∑

|C|(H
C , T )nat and let p be the induced map from the coproduct of

this family into T . To see that p is epi, let T
η,ξ
−−⇒ T ′ be any two natural transformations

such that pη = pξ, and just assume that η ̸= ξ. Then, there is a C ∈ |C| and a natural
transformation x : HC → T such that xη ̸= xξ, since {HC}C∈|C| is generating for S C.
Let ix be the injection HC →

∑
J H

C corresponding to x, so that x = ixp. But xη ̸= xξ
implies that pη ̸= pξ, a contradiction. Therefore η = ξ.

Axiom 7 – Each element of a sum is a member of one of the injections.

At this point we introduce the following definition which can be stated in any category
with coproducts: an object A is said to be abstractly unary iff for any coproduct B + C

and a map A
x−→ B+C there exists either a map A

y−→ B such that x = yiB or there exists a
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map A
z−→ C such that x = ziC . This implies that any map from A into a finite coproduct

factors through at least one of the injections. If the category has arbitrary coproducts,
we replace the above definition by the corresponding one for arbitrary coproducts, and
call abstractly unary any object such that the map into an arbitrary coproduct factors
through at least one of the injections, a definition which is more restrictive than that of
an abstractly finite object, as given by Freyd. But here, completeness is not yet assumed.
Axiom 7 can now be phrased: 1 is abstractly unary in S . Using Yoneda lemma this
implies that every representable functor in S C, is abstractly unary.

One of the consequences of the axioms so far stated for S plus axiom 8 is that
the two injections 1 ⇒ 1 + 1 are different (and are the only elements of 2). If by an
abstractly exclusively unary object we mean an object such that any map into a coproduct
factors through precisely one of the injections, the above says that 1 is also abstractly
exclusively unary in S . And it implies, again using Yoneda lemma, that any representable
functor in any diagrammatic category is abstractly exclusively unary as well.

We remark that in S , 0 is abstractly unary but not abstractly exclusively unary.

Axiom 8 – There is an object with more than one element.

This axiom is trivially satisfied in any diagrammatic category, by taking S to be the
functor constantly S, for S any set with more than one element. The purpose of axiom 8
in S , is to ensure that the object N assumed to exist by axiom 3, is infinite and plays the
role of the set of natural numbers. Axiom 8 prevents the category with only one mapping
from being a model of the axioms.

This ends the list of axioms for S , and a rather superficial analysis of their validity
among diagrammatic categories. The importance of the knowledge of S , for the knowl-
edge of the class of diagrammatic categories cannot be overestimated, since S can always
be recovered from any diagrammatic category as the full subcategory determined by the
constant functors. We can easily see that the usual operations with sets coincide with
those performed for the corresponding constant functors. The case of exponentiation may
not be so immediate since exponentiation was not defined coordinatewise. However, we
can see that it coincides with exponentiation in S when we restrict to constant functors
as follows: let T, T ′ be any two constant functors and let ||T || and ||T ′|| be the names for
their constant values. Then, T ′T is again a constant functor and its value at any object
C ∈ |C| is CT ′T =df (H

C × T, T ′) ∼= (HC , T ′)||T || ∼= (CT ′)||T || = ||T ′||||T ||.

Constant functors have the following property in any diagrammatic category: if T is
constant, and C,C ′ are any two objects in the small domain category
such that the coproduct C + C ′ exists in C, then

T (HC) ∼= T (HC′
)



20 MARTA C. BUNGE

This is so, because, for any A ∈ |C|,

A[T (HC)] = (HC ×HA, T ) ∼= (HC+A, T ) ∼= (C + A)T

∼= (C ′ + A)T ∼= (HC′+A, T ) ∼= (HC′ ×HA, T ) ∼= A[T (HC′
)] .

The category denoted 2 is an important subcategory of S , when dealing with ap-
plications of category theory to logic and the theory of models. The functor 2 ↪→ S
induces a functor 2C → S C for any C. We want to characterise abstractly those objects
of S C which are also objects of 2C, i.e., those functors which have as values either 0 or
1, and which we may call (0, 1)-valued functors. To this end we define for categories with
products: an object is said to be idempotent iff it is isomorphic to its square, i.e., A is
idempotent iff A × A ∼= A, or else, iff both projections A × A ⇒ A are isomorphisms.
(Same as for Boolean rings.)

We want to show that both 2 and 2C are examples of “Boolean rings” in the sense
that all their objects are idempotents. It is equivalent to show that, in S , the only
idempotents are 0 and 1 (actually, it is more) and that in a diagrammatic category the
only idempotents are the (0, 1)- or two-valued functors.

1.8.4. Lemma. In S , the only idempotents are 0 and 1.

Proof.Given any two objects A and B, their product A×B as well as the two projections
are given by the pull-back of the following diagram:

A

A 1

We first show that 0 and 1 are idempotents in S , by showing that the following two
diagrams are pull-backs:

0 0

0 1

1 1

1 1

In fact, they are obviously pull-backs, and we do not verify it in detail.
Let now A be an object in S , such that both projections A×A⇒ A are isomorphisms,

in other words:

A A

A 1

A

A

is a pull-back diagram.
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We first notice that, if X is any object in S , either there is no map X → A, or, if
there is one, there is only one, since the above is a pull-back.

Assume A ̸∼= 0, we will show that A ∼= 1. If A ̸∼= 0, by axiom 6, there exists 1
x−→ A.

And since for every object X in S , there exists a (unique) map X → 1, it follows that for
every X in S , there exists a map X → A = X → 1

x−→ A, but by the previous remark,
there cannot be more than one map X → A. In other words, for every X there exists a
unique map X → A, or, A is terminal, and therefore isomorphic (equal, by a Convenience
axiom which we will state in the next chapter) to 1.

1.8.5. Theorem. In any diagrammatic category S C, the only idempotents are the two-
valued functors.

Proof. Let T be a two-valued functor. Let T × T ⇒ T be the two projections. For each
C ∈ |C|, CT × CT ⇒ CT are also the two projections. And since CT is either 0 or 1,
by the first part of 1.8.4, there are both isomorphisms. Since this is so for each C, both
T × T ⇒ T are isomorphisms as well.

Let T be an idempotent object in S C. Then T × T ∼= T , and so, for each C ∈ |C|,
CT × CT ∼= CT in S . But by the second part of Lemma 1.8.4, the only idempotent
objects in S are 0 and 1, therefore, CT is either 0 or 1, and T is a (0, 1)-valued functor.

1.9. Completeness

The category of sets and mappings is any complete model for Lawvere’s eight elementary
axioms adjoined to the axioms for categories. We want to analyse what does it mean for
a model of the elementary theory to be complete. Consider a fixed object I of S . Let
(S , I) be the category (named by Grothendieck) of “objects in S over I”. Consider the
functor

S
( )×I−−−→ (S , I)

This functor has an adjoint and a coadjoint, where by X[( ) × I] we mean not only the

object X×I in S , but the object X×I pI−→ I in (S , I). An adjoint is given by forgetting

the “over I” part of any object A
p−→ I of (S , I). To give an object A over I by means of

a function p is the same as to partition A into disjoint sets given by the inverse images of
points in (elements of) I under p. But disjoint unions in S are precisely the categorical

coproducts, so that any object over I, say A
p−→ I, is already a sort of coproduct, only

it need not satisfy the universal mapping property of coproducts, for which reason we
call it an internal coproduct. A coadjoint gives internal products by the classical method
of constructing cartesian products, it does not provide them with the universal mapping
property of categorical products, though. It is defined as follows: for X

g−→ I an object
in (S , I), one can partition X into a disjoint union of sets indexed by I, by the above
remark, i.e., X =

⋃
i∈I Xi with Xi = p−1(i). Let now×i∈I Xi be the subset of (

⋃
i∈I Xi)

I

whose elements are those functions f : I →
⋃
i∈I Xi for which f(i) ∈ Xi for all i ∈ I.



22 MARTA C. BUNGE

This is exactly the classical definition of cartesian products and it can also be expressed
by the requirement that the following be a pull-back diagram:

×i∈I Xi 1

XI II

{I}

gI

We still have to verify that (X
g−→ I) ⇝×i∈I Xi gives indeed a coadjoint to ( ) × I. For

every S ∈ S and X
g−→ I, we show that the following holds:

HOMS (S,×
i∈I

Xi) = HOM(S ,I)(S × I
pI−→ I,X

g−→ I)

Given a map S →×i∈I Xi, by composing with the maps in the above pull-back diagram
we get

S

XI II
gI

which yields

S × I

X I

pI

by exponential adjointness, i.e., an element of HOM(S × I → I,X → I), since a map

from A
p−→ I to B

q−→ I in (S , I) is, by definition, a map A
f−→ B such that the triangle

A B

I

f

p q

commutes. And conversely now, given a map in (S , I),

S × I X

I

applying exponential adjointness to the maps S × I → I and S × I → X to get maps
S → II and S → XI respectively, these form a commutative triangle

S

XI II
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so that also the following square is commutative:

S 1

XI II

and by the definition of×i∈I Xi, and the universal property of pull-backs there exists a

unique S →×i∈I Xi such that the following diagram commutes:

S

(×i∈I Xi) 1

XI II

Let
S × I X

I

⇝ S ×i∈I Xi .

Composition of ( )× I with its adjoint gives the correspondence X ⇝ I ×X =
⋃
I X,

and with its coadjoint, the correspondence X ⇝ XI =×i∈I Xi, for any X ∈ S .

Clearly, given any I ∈ S , for any X ∈ S there exists both XI and X × I, simply
because the category has exponentiation and products, so that completeness need not be
required for the existence of arbitrary internal coproducts and products, and these exist
in any model for the elementary theory.

That S is complete means that arbitrary families of objects in S have a product and
a coproduct. A family of objects of S indexed by a set I (i.e., another object I of S ),
can be thought of as a functor I → S . There is a diagonal functor

S
∆I−→ S I

which assigns to every object X of S , the family {Xi}i∈I such that Xi = X for each
i ∈ I.

There is also a functor (S , I)
ψX−−→ S I , which assigns to each A

p−→ I the family {Ai}i∈I
given by Ai = p−1(i). In other words, Ai is defined as the pull-back diagram:

Ai A

1 I

p

i
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The following triangle is commutative:

(S , I)

S S I

( )×I
ψI

∆I

That S is complete is equivalent with the statement that for every set I, ∆I has adjoint
and coadjoint, and this implies that the internal coproducts and products which are given
by the adjoint and coadjoint to ( )×I, are indeed the categorical coproducts and products,
in other words, this is so iff ψI is an equivalence of categories. Therefore, the statement
that S is complete can be phrased as follows: the functors

(S , I)
ψI−→ S I

are all equivalences of categories, for every set I.
We turn to the case of diagrammatic categories now. If by I we mean now, the

functor constantly I, we can form the category (S C, I) for each object I in S , made into
a constant functor. We can define similar functors as in the case of S , and show, exactly
as above, that the following triangle is commutative:

(S C, I)

S C (S C)I

( )×I ψC
I

∆C
I

Also, as for the case of S , ( )× I has adjoint and coadjoint for every set I and that S C

is complete can be replaced by the statement that for every set I, ψC
I is an equivalence of

categories.
The aim of this section is to show in a way different than the usual one, that every

diagrammatic category is complete because S is complete. For this, let M be any model
for the eight axioms of Lawvere (and such that M is a category as well), of which we
do not assume completeness. Then, let M C be the corresponding functor category, for C
small. We first prove a lemma.

1.9.1. Lemma. For any small C, and any model M of the theory of S , and any set I,
and the functor whose constant value is I, we have that (M , I)C ∼= (M C, I).

Proof. Given a functor F : C→ (M , I), we have, for each C ∈ |C|, an object in M over

I, CF = XC → I, and if C
x−→ C ′ is any map in C, F induces CF

xF−→ C ′F such that the
following triangle commutes:

XC XC′

I

Xx

φC φC′
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Let X
φ−→ I be an object in (M C, I) where X is an object in M C, defined by CX = XC for

each C ∈ |C|, and xX = Xx for each map x in C. And obviously, by the commutativity of
triangles like the above one, this says that the collection {φC} is a natural transformation

X
φ−→ I, where now I is interpreted as the functor constantly I. We have defined a map

(M , I)C → (M C, I).

Conversely, given any object T
η−→ I in (M C, I), for each C ∈ |C| there is a map

ηC : CT → I, and if C
x−→ C ′ is any map in C the following triangle is commutative:

CT C ′T

I

xT

ηC ηC′

Let Y : C → (M , I) be defined by, CY = CT
ηC−→ I, and xY = xT which is a map in

(M , I) since ηC = (xT )ηC′ .
It is now easy to see that both composition of functors are equivalent to the corre-

sponding identities.

1.9.2. Theorem. Let C be any small category, and M any model for the elementary
theory of the category of sets. Then, M C is complete iff M is complete.

Proof. Let M be complete, i.e., M is S , the category of sets. This means by previous

considerations in this section, that for every object I of S , the functor (S , I)
ψI−→ S I is

an equivalence of categories. This functor induces a functor

(S , I)C
ψC
I−→ (S I)C ∼= (S C)I

which is also an equivalence of categories since ψI is.
By 1.9.1, (S , I)C ∼= (S C, I) so that we have that the functor

(S C, I)
ψC
I−→ (S C)I

is an equivalence of categories, in other words, S C is complete.
Conversely, assume M C complete. An arbitrary family of objects of M can be thought

of as a family of constant functors in M C, and so, it has a product and a coproduct, or
M is complete.
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Chapter 2

The theory of regular categories and
an abstract characterization of
diagrammatic categories

In the first chapter we have described many features of the members of the class of
diagrammatic categories. Some of these properties, such as having a generating family of
projectives, can be stated without any reference to the set-valued functor nature of the
objects in each diagrammatic category. The problem we pose in this chapter is whether
there are enough properties, which can be phrased in abstract categorical terms and which
could serve to characterize the class of diagrammatic categories.

To this end, we introduce the name regular for categories satisfying a list of axioms
which are weakened versions of those given by Freyd for the theory of abelian categories.
Indeed, all abelian categories are regular, the converse is not true, one example being the
category of sets. Regular categories are not strong enough to yield results as interesting
as those of the theory of abelian categories; yet, they are strong enough to exclude many
interesting categories since there is a regularity condition to be satisfied and which is
not satisfied by the category of Hausdorff spaces or by many algebraic categories, for
example. We choose regular categories as a starting point in the program of characterizing
abstractly the diagrammatic categories, since they are all obviously regular. On the other
hand, since there are no abelian diagrammatic categories, the strengthening of the axioms
has to deviate from abelianess and follow different paths. We next introduce the definition
of atom in a regular category, and say when shall a regular category be called atomic. It
turns out that any complete atomic regular category is isomorphic to some diagrammatic
category and that all diagrammatic categories are complete atomic regular: this is the
characterization we wanted. On the other hand, abelian categories, though regular, are
far from being atomic: only the zero abelian category is regular atomic.

27
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2.1. Regular categories

Before stating the axioms of the theory of regular categories, we want to make precise
what the consequences of having finite roots are. In this way, we determine better what
do the other axioms really add to the assumption of finite roots. Besides, all definitions
of the theory of regular categories can be stated for categories with finite roots alone. We
start by defining some notions which make sense in any category with finite roots.

By the induced map of a pair of maps X
f,g
−−⇒ Y , we mean the unique map h which

renders commutative the following diagram:

Y

X Y × Y

Y

p0

p1

f

g

h

Dually, the coinduced map of a pair of maps X
f,g
−−⇒ Y is the unique map k which

renders commutative the following diagram:

X

X +X Y

X

f

g

i0

i1

k

A relation on an object A is any pair of maps R
f0,f1−−−−−−⇒ A such that their induced map

be mono. A corelation on an object B is any pair of maps B
g0,g1−−−−−−⇒ R∗ such that their

coinduced map be epi.

A relation R
f0,f1−−−−−−⇒ A is a congruence on A iff

(i) ∃d(A d−→ R & df0 = A = df1);

(ii) ∃t(R t−→ R & tf0 = f1 & tf1 = f0) and

(iii) ∀h0∀h1(X
f0,f1−−−−−−⇒ R & h0f1 = h1h0 then ∃u(uf0 = h0f0 & uf1 = h1f1).

The induced pair of maps of a map f is the pair A × A
p0,p1−−−−−−⇒ A

f−→ B. Dually, the

coinduced pair of maps of a map f is the pair A
f−→ B

i0,i1−−−−⇒ B +B.
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The kernel pair of a map f is the pull-back of the diagram:

A

A B

f

f

Dually, the cokernel pair of a map f is the push-out of the diagram:

A B

B

f

f

2.1.1. Proposition. In a category with finite roots, every map has a kernel pair and
a cokernel pair. Explicitly, let f be any map. Then Ker pair(f) = (kp0, kp1) with

k = Eq(p0f, p1f) and p0, p1 are as in the diagram: Kf
k−→ A × A

p0,p1−−−−−−⇒ A
f−→ B.

And Cok pair(f) = (i0q, i1q) where q = Coeq(fi0, fi1) with i0, i1 as in the diagram:

A
f−→ B

i0,i1−−−−⇒ B +B
q−→ Kf

∗.

Proof. The existence of products and equalizers implies the existence of pull-backs and
therefore of kernel pairs, and it is immediate to see that they are given as in the statement
of the theorem. Dually, there are cokernel pairs and they can be so defined.

2.1.2. Proposition. In a category with finite roots, every kernel pair is a congruence
relation.

Proof. Let (f0, f1) = Ker pair(f), i.e., the following is a pull-back diagram:

Kf A

A B
f

ff1

f0

Clearly, the following square is also commutative:

A A

A B
f

fA

A
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Therefore, by the universal property of pull-backs, there exists a unique A
d−→ Kf such

that the following diagram is commutative:

A

Kf A

A B
f

f
f1

f0

d

A

A

so that df0 = A = df1, which is precisely condition (i), or reflexivity.
To prove condition (ii) or symmetry, consider the following commutative square:

Kf A

A B
f

ff0

f1

Again, by the properties of a pull-back, there exists a unique Kf
t−→ Kf for which the

following diagram is commutative:

Kf

Kf A

A B
f

f

f0

f1

f1

f0

t

In equations, this reads tf0 = f1 and tf1 = f0, which is exactly condition (ii) in the
definition of a congruence relation. Finally, let us be given h0 and h1 such that h0f1 = h1f0.
Then, since h0f0f = h0f1f = h1f1f , the following square is commutative:

X A

A B
f

fh1f1

h0f0

and therefore there exists a unique X
u−→ Kf such that the following diagram is commu-

tative:
X

Kf A

A B
f

f

h1f1

h0f0

f1

f0

u
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In other words, uf0 = h0f0 and uf1 = h1f1, so that the condition (iii) or transitivity
holds.

The converse of this proposition is not necessarily true in a category with finite roots,
however it is true in most categories of interest, e.g., all algebraic categories (Lawvere
[Law63b]), all abelian categories, all diagrammatic categories, and it will be an axiom of
the theory of regular categories.

A monomorphism is said to be a regular mono iff it is an equalizer; and an epimorphism
is said to be a regular epi iff it is a coequalizer.

2.1.3. Proposition. In a category with finite roots, equalizers are mono, coequalizers
are epi, every regular mono is the equalizer of its cokernel pair and every regular epi is
the coequalizer of its kernel pair.

Proof. Let u = Eq(f0, f1), and let g, g′ be such that gu = g′u. Then also guf0 = guf1
and g′uf0 = g′uf1 but since u equalizes f0 and f1 there exists a unique k such that
gu = ku, and a unique k′ such that g′u = k′u. Since gu = g′u, and uniqueness, we have
that g = g′.

We show now that u is, in fact, the equalizer of its cokernel pair. Let (q0, q1) =
Cok pair(u). By properties of push-outs there exists a unique map h such that the
following diagram is commutative:

A′ A

A Ku
∗

B

u

u q0

f0q1

f1

h

Let e = Eq(q0, q1) and by the universal property of equalizers there exists a unique A′ v−→ E
such that the following diagram commutes:

A′ E

A

u e

v

But now, ef0 = eq0h = eq1h = ef1 and since u = Eq(f0, f1) there is a unique E
v′−→ A′

such that the following diagram commutes:

A′ E

A

u e

v′
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So ve = u and v′u = e. Therefore vv′u = ve = u and u mono so that vv′ = A′ and
v′ve = v′u = e and e mono (since it is an equalizer) implies that v′v = E. Therefore
A′ ∼= E and so, u = Eq(q0, q1).

We have omitted the proof of the dual assertions of the theorem.
Given any map f , by the regular image of f we mean the map which is the equalizer

of its cokernel pair, and by the regular coimage of f we mean the map which is the
coequalizer of its kernel pair.

2.1.4. Corollary. In any category with finite roots we have that:

a map u is a regular mono iff u = Reg Im(u);

a map p is regular epi iff p = Reg Coim(p).

Proof. It follows immediately from Prop. 2.1.3.

2.1.5. Proposition. In any category with finite roots, given any map f , there exists both
Reg Im(f) = If

v−→ B and the Reg Coim(f) = A
p−→ If

∗. Moreover, there exists a unique

map If
∗ h−→ If such that f = phv.

Proof. It is clear that both the regular image and the regular coimage exist. Consider
the following diagram, where the dotted arrows will be shown to exist and make the
diagram commutative:

A B

If
∗ If

v

f

p

h

x

with v = Eq(i0q, i1q) and r = Coeq(fi0, fi1); with p = Coeq(kp0, kp1) and
k = Eq(p0f, p1f).

Therefore fi0q = fi1q and since v = Eq(i0q, i1q) there exists a unique x : A→ If such
that xv = f . On the other hand, kp0xv = kp0f = kp1f = kp1xv and since v (being
an equalizer) is mono, this implies that kp0x = kp1x and since p = Coeq(kp0, kp1) there
exists a unique h : If

∗ → If such that ph = x. But f = xv = phv is what we wanted to
show.

A category with finite roots is said to have unique regular factorizations iff for any map
f there are maps p (regular epi) and v (regular mono) such that f = pv and moreover such
that if p′, v′ are maps which are regular epi and regular mono respectively, and are such
that f = p′v′, then there exists a unique y such that the following diagram commutes:

I

A B

I ′

p v

p′ v′

y
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2.1.6. Proposition. A category with finite roots has unique regular factorizations iff the
unique h : If

∗ → If is an isomorphism for every map f .

Proof. Assume h is an isomorphism for every map f . Then given any f there is a regular
factorization, namely, f = pv, where v = Reg Im(f) and p = Reg Coim(f). Uniqueness
follows from 2.1.3.

Conversely, if for any f there are p′ regular epi and v′ regular mono such that f = p′v′,
by 2.1.3 again, p′ = Reg Coim(f) and v′ = Reg Im(f).

A word of explanation about the name “regular factorizations” rather than “factor-
izations”. It is customary to speak of unique factorizations, to mean, factorizations into
epis followed by monos. In abelian categories, both notions coincide and so will they in
regular categories but they need not in a category with just finite roots, and we needed
to make the difference to be able to state the above result.

In the theory of abelian categories, the existence of unique factorizations follows from
normality (every mono is a kernel and every epi is a cokernel); however, less can be
assumed and in the theory of regular categories it will follow from the assumptions that
every mono is regular and every epi is regular.

2.1.7. Proposition. In any category with finite roots, (i) =⇒ (ii) where

(i) Every mono is regular and every epi is regular

(ii) Every map can be factored uniquely into a regular epi followed by a regular mono.

Proof. Let f be any map. Let f = xv be the canonical factorization of f through its
image, where by this we mean, let v = Reg Im(f) and let x be the unique map such that
f = xv, and which exists since fi0q = fi1q where q = Coeq(fi0, fi1), and v = Eq(i0q, i1q).

Next we show that x is epi: let g and g′ be any two maps such that xg = xg′. Let
e = Eq(g, g′). Then, g = g′ iff e is an isomorphism. We know e to be mono and also v is
mono, therefore ev is mono as well. By (i), ev is regular, and by 2.1.3, ev = Eq(i0qev, i1qev)
where qev = Coeq(evi0, evi1). By construction, v is the equalizer of the cokernel pair of f .
Let us show that ev also is the equalizer of the cokernel pair of f . Consider the diagram
below:

Kev
∗

A B B +B Kf
∗

E If

y

e

x

f

v

i0

i1
qf

qev

Since xg = xg′, and e = Eq(g, g′), there exists a unique y such that ye = x. Since
fi0qev = xvi0qev = yevi0qev = yevi1qev = fi1qev therefore since qf = Coeq(fi0, fi1) there
exists a unique z : Kf

∗ → Kev
∗ such that qev = Coeq(evi0, evi1), there exists a unique

z′ : Kev
∗ → Kf

∗ such that qevz
′ = qf . Therefore ev = Eq(i0qev, i1qev) = Eq(i0qf , i1qf ) = v.



34 MARTA C. BUNGE

But v is mono, therefore e = If , the identity map of If which is an isomorphism. So
g = g′.

The converse of the last proposition is true for categories with finite roots and which
are balanced, i.e., such that a map which is both mono and epi is always an isomorphism.

2.1.8. Proposition. In a category which has finite roots and is balanced (ii) =⇒ (i),
where (i) & (ii) are the statements appearing in 2.1.7.

Proof. Let A
u−→ B be mono. By (ii) there are p, v, such that u = pv, p regular epi and v

regular mono. But u mono implies that p is mono as well as epi, and therefore, iso, since
the category is balanced. So u and v represent the same subobject of B and since v is
regular mono, so is u. The dual is similarly proved.

We now give the axioms of the theory of regular categories. We will assume further-
more that we are dealing with categories with small Hom-sets, i.e., such that the class of
maps between any two objects is a set.

A category with small Hom-sets is said to be regular iff it satisfied the following axioms:

R1 – There exists a terminal object.

R1* – There exists a coterminal object.

R2 – Any pair of objects A,B has a product (A×B, pA, pB).

R2* – Any pair of objects A,B has a coproduct (A+B, iA, iB).

R3 – Any pair of maps has an equalizer.

R3* – Any pair of maps has a coequalizer.

So far, we have stated axioms saying that the category has finite roots. Therefore,
all definitions and theorems which we have proved for categories with finite roots, are
also definitions and theorems of the theory of regular categories as well. The remaining
axioms are the following:

R4 – For any objects A and B, A
iA−→ A+B is mono.

R5 – Every congruence relation is a kernel pair.

R6 – Every mono is an equalizer.

R6* – Every epi is a coequalizer.

We will also adopt what Lawvere calls a Convenience axiom, to the effect that if A is
any object whose only automorphism is the identity, and if B is any object isomorphic to
A, then (it is convenient to assume that) A is equal to B. This axiom affects only terminal
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and coterminal objects, and says that there is exactly one terminal object, which we call
1, and exactly one coterminal object, which we call 0, as usual.

We show now that any abelian category is regular as follows:
R1 and 1* are satisfied by the presence of a zero object which is defined as being

terminal and coterminal at the same time; R2 and 2* are axioms in Freyd’s formulation
of the theory, and R3 and 3* are theorems which follow from stronger assumptions which
say that every map has a kernel and a cokernel; R4 is satisfied since, for any A and B,

A
iA−→ A⊕B (1,0)−−→ A is mono, where ⊕ denotes both the product and the coproduct which

coincide; R6 and 6* follow from the axioms saying that every mono is a kernel and every
epi a cokernel, and R5 holds because it holds in any algebraic category (Lawvere [Law63b])
and in particular in any category of modules over some ring, and then because of Mitchell’s
full embedding theorem (Freyd [Fre64], Mitchell [Mit65]).

We also remark that all diagrammatic categories are regular: that R1, 1*, 2, 2*, 3
and 3* hold was shown in 1.1.1. Also R6 and 6* were shown in 1.6.2. To see that R4 is
satisfied, we first see that it is in S , as follows: let A and B be objects in S , and assume
first that A ̸= 0. By axiom 6 for S , there exists a map 1

x−→ A. Let h be the unique map
which makes the following diagram commutative:

A

A+B A

1

B

h

iA

iB
x

A

Then, since A is mono and A = iAh, also iA is mono.
If A = 0, then 0

x−→ C is mono for any C in S , since if g, g′ are such that gx = g′x, but
g ̸= g′ then, since 1 is a generator, there exists 1

y−→ C such that yg ̸= yg′, contradiction
since yg and yg′ are maps 1⇒ 0 and there exists only one.

Since coproducts are defined pointwise in any diagrammatic category, and natural
transformations are mono iff they are mono in each coordinate, it is clear that R4 holds
in any diagrammatic category because it holds in S . Finally, R5 holds for S (Law-
vere [Law64]), and therefore holds also in any diagrammatic category since it is easy to

see that R
η,ξ
−−⇒ T is a congruence relation in S C, iff for each C ∈ |C|, CR

ηC ,ξC−−−−−−⇒ CT is a
congruence relation in S .

We now derive some consequences of the axioms.

2.1.9. Proposition. Any regular category is balanced.

Proof. Let A
f−→ B be mono and epi, therefore an equalizer and a coequalizer by axioms

R6 and 6*. Moreover, by 2.1.4, we have that f = Reg Im(f) and f = Reg Coim(f).
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Then, by 2.1.5, there exists a unique map h : If
∗ → If such that f = phv. But, since

A
f−→ B = If

v−→ B and A
f−→ B = A

p−→ If
∗, the above is equivalent to the existence of a

map h such that f = fhf . Since f is epi, hf = B and since f is mono, fh = A. That is,
f has an inverse, or, f is an isomorphism.

2.1.10. Proposition. In a regular category, every map can be factored uniquely into an
epi followed by a mono.

Proof. Immediate from 2.1.7 and R6, 6*.

2.1.11. Proposition. In a regular category, any congruence relation is the kernel pair
of its coequalizer.

Proof. Immediate from R5, and a similar argument to that of 2.1.3.

We end here the list of the immediate consequences of the axioms for regular categories.
To get any further, we need more definitions and further assumptions. Having as an aim
to characterize abstractly the class of diagrammatic categories, we want to study those
regular categories which are atomic, and to be able to define what ‘atomic’ means, we
need to introduce the notion of atom, first. For a justification of the names ‘atom’ and
‘atomic’, cf. the Preface.

2.2. Atoms in regular categories

Let f0, f1 be any two maps with common codomain. We say that f0 and f1 are jointly epi
iff ∀g∀g′((f0g = f0g

′ & f1g = f1g
′) =⇒ (g = g′)).

This definition can immediately be generalized to n-tuples of maps with common
codomain. In particular, if n = 1, the statement that f and f are jointly epi, simply says
that f is epi.

We recall that an object is said to be abstractly unary iff any map from the object
into a binary coproduct, factors through one (or the other, or both) of the injections; and
abstractly exclusively unary iff it factors through exactly one of the injections. We now
notice that if instead of epis we take jointly epi pairs of maps, the definition of abstractly
unary bears some resemblance to the definition of projective object, if a particular type
of jointly epi pair of maps is considered, namely, pairs of injections into a coproduct. We
first show:

2.2.1. Lemma. For any pair of objects A and B, the maps A
iA−→ A+B and B

iB−→ A+B
are jointly epi.

Proof. Let g and g′ be such that iAg = iAg
′ = kA and iBg = iBg

′ = kB. Then, kA and
kB induce a unique k such that iAk = kA and iBk = kB. But both g and g′ have that
property, by uniqueness g = k = g′.
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It is now clear that the notion of abstractly unary object is similar to a sort of “projec-
tive” with respect to jointly epi pairs of injections into a coproduct. But we can introduce
“projectives” with respect to arbitrary jointly epi pairs of maps. This is part of the defi-
nition of ‘atom’. However, we want the atoms to be abstractly exclusively unary as well,
since they are being modelled in the set of representable functors in any diagrammatic
category. It turns out that it is enough to assume that they are abstractly exclusively
unary with respect to the two injections 1⇒ 2 alone. Therefore, we say that an object A
in a regular category is an atom iff:

(At 1) ∀f0∀f1∀y
[
[Epi(f0, f1) & Codom(fi) = Y & A

y−→ Y ] =⇒ (∃x0(x0f0 =
y) or ∃x1(x1f1 = y))

]
;

(At 2) ∀h
[
A

h−→ 1 + 1 =⇒ (A→ 1
(i0)−−→ 1 + 1 = h ⇐⇒ A→ 1

(i1)−−→ 1 + 1 ̸= h)
]
.

2.2.2. Proposition. If A is an atom, then A is projective.

Proof. Let f be epi. Then (f, f) is a jointly epi pair of maps. Given

A

X Y

y

f

x

A
y−→ Y , there exists A

x−→ X such that y = xf . Therefore A is projective.

2.2.3. Proposition. If A is an atom, then A is abstractly unary.

Proof. By 2.2.1, given B and C, (B
iB−→ B+C,C

iC−→ B+C) is a jointly epi pair of maps.

And by At 1, given any map A
y−→ B + C there exists either an x0 such that x0iB = y or

there exists an x1 such that x1iC = y, which says that A is abstractly unary.

2.2.4. Proposition. 0 is not an atom.

Proof. The following diagram is commutative:

1

0 1 + 1

1

i0

i1

which means that At 2 is not satisfied.
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2.2.5. Proposition. If A is an atom, then there are no maps with domain A and
codomain 0.

Proof. Assume there is a map A
x−→ 0. Then, the following diagram is commutative:

1

A 0 1 + 1

1

i0

i1

x

This contradicts At 2.

2.2.6. Proposition. If A is an atom, then A is abstractly exclusively unary.

Proof. Let B and C be any two objects and A
y−→ B+C. Since A is abstractly unary by

2.2.3, there exists, say x0 such that x0iB = y. Assume that there exists also x1 such that
x1iC = y. Let h be the unique map which makes the following diagram commutative and
which exists since B + C is a coproduct:

B 1

B + C 1 + 1

C 1

i0

i1

h

iB

iC

Then, also the following diagram is commutative:

B 1

A B + C 1 + 1

C 1

i0

i1

h

iB

iC

x0

x1

y

which contradicts At 2 in the definition of atom.

We remark that At 1 does not exclude the possibility that a map from an atom into
the codomain of a jointly epi pair of maps, should factor through both maps in the pair.

2.2.7. Proposition. Any retract of an atom is an atom.
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Proof. Let A be an atom and A′ r−→ A a retraction, i.e., there exists A
p−→ A′ such that

the following triangle is commutative:

A′ A

A′
p

r

A′

Let (q, q′) be a jointly epi pair of maps and let A′ y−→ Y where Y = Codomain(q) =
Codomain(q′). Since py : A→ Y and A is an atom, there exists, say, x : A→ X such that
xq = py. Now, also rxq = r(py). But rp = A′ so that rxq = y. But rx : A′ → X, and
(rx)q = y. Therefore, A′ is an atom as far as At 1 goes.

At 2 is easy: if A′ h−→ 1 + 1 factors through both i0 and i1, so does ph.

The following property that atoms have is very important, and it is used in the char-
acterization of diagrammatic categories in section 2.4.

2.2.8. Proposition. In a regular category, if A is an atom, and {Xi}i∈I is a family of
objects indexed by a finite1 set, and such that its coproduct exists,

HOM(A,
∑
i∈I

Xi) ∼=
∑
i∈I

HOM(A,Xi).

Proof. The empty coproduct is 0, and HOM(A, 0) ∼= 0 by 2.2.5, where the 0 on the left
hand side of the equation is the coterminal object of the regular category in question, and
the 0 on the right hand side is the coterminal object in S , that is, the empty set.

We now show that the result is true for binary coproducts, i.e., that for any X and Y
in the category, HOM(A,X +Y ) ∼= HOM(A,X)+HOM(A, Y ). Let h be the unique map
which makes the following diagram commutative:

HOM(A,X)

HOM(A,X) + HOM(A, Y ) HOM(A,X + Y )

HOM(A, Y )

iHOM(A,X)

HOM(A,iX)

h

iHOM(A,Y )

HOM(A,iY )

We want to define a map g, inverse to h. Let x ∈ HOM(A,X + Y ). By At 1, there
exists a map y such that, say, x = yiX (by 2.2.6 A is abstractly exclusively unary, so
that if x factors through iX , it cannot factor through iY then). Moreover, the above

1In the original thesis, this result was claimed for arbitrary sets. However, the proof of coproduct
preservation for infinite sets was flawed.
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y is the only one such, since, by R4, iX is a monomorphism, so that if y′ is such that
x = y′iX then yiX = x = y′iX implies that y = y′. y ∈ HOM(A,X) so that yiHOM(A,X ∈
HOM(A,X)+HOM(A, Y ) and we define g : HOM(A,X+Y )→ HOM(A,X)+HOM(A, Y )
by letting xg = yiHOM(A,X). By the above, it is well defined.

To see that we have defined an inverse to h, let x ∈ HOM(A,X + Y ), then, xgh =
(yiHOM(A,X))h = y(iHOM(A,X)h) = yHOM(A, iX) = yiX = x and if x′ ∈ HOM(A,X) +
HOM(A, Y ) then x′hg = (y′iHOM(A,Y ))hg = y′(iHOM(A,Y )h)g = y′HOM(A, iY )g = x′, by
the definition of g, since xg = x′ iff x′ = yiHOM(A,X) and yHOM(A, iX) = x.

(Notice that we have assumed that x′ factors through iHOM(A,X) and not through
iHOM(A,Y ) but it works just as well with the other assumption.)

2.3. Atomic regular categories

A regular category is said to be atomic iff the class of atoms in it is isomorphic to a set
and it is generating.

In the next section it will be shown that every right-complete atomic regular category
is isomorphic to some diagrammatic category. Therefore it will also be left-complete
and have exponentiation. However, the fact that the category determined by the atoms
in any right-complete atomic regular category is an adequate subcategory, is needed for
the representation theorem. This need not be assumed, as it can be derived from the
assumptions made. We first prove:

2.3.1. Proposition. In any right-complete atomic regular category, given any object X
there exists a set J and a family {Aj}j∈J of atoms, and an epimorphism

∑
j∈J Aj

p−→ X.

Proof. Let J =
∑

HOM(A,X), where the coproduct is taken over the set of atoms.
By right-completeness,

∑
j∈J Aj exists, if {Aj}j∈J is the family of atoms whose members

are defined as follows: Aj = A iff j ∈ HOM(A,X). To each j ∈ J corresponds a map
j : Aj → X, and the collection of such maps induce a map∑

j∈J

Aj
p−→ X

such that, if ij is the injection corresponding to Aj, ijp = j. To see that p is epi, let f

and g be such that pf = pg. Then, for every Aj
j−→ X, jf = jg which implies that f = g

since the set of atoms is generating.

A diagram of the form K
k0−−⇒
k1

A
p−→ X is said to be exact (Linton [Lin66]) iff (k0, k1) =

Ker pair(p) and p = Coeq(k0, k1).
By the canonical exact diagram ending in X, for X an object in a right-complete

atomic regular category, we mean, the diagram

Kp
Rp−→

∑
j∈J

Aj ×
∑
j∈J

Aj
p0−−⇒
p1

∑
j∈J

Aj
p−→ X
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where p is as in the last proposition. For any X in a right-complete atomic category, there
is a canonical exact diagram ending in X, by 2.3.1 and 2.1.1.

2.3.2. Proposition. In a right-complete atomic regular category, the atoms are an ad-
equate subcategory.

Proof. Let A be the full subcategory of X , right-complete, atomic regular, generated

by the atoms in X . A is small since there is at most a set of atoms. Let A j−→X be the
inclusion functor. To see that A is adequate (Isbell [Isb60]), we have to show that the
functor ϕ, defined as the composition

X
H−→ S X ∗ S j∗

−−→ S A∗

is full and faithful.
For X an object in X , Xϕ = HX ( , X) and if X

x−→ X ′ is any map in X , xϕ =
HOMX ( , x).

We show that ϕ is faithful: let x and y induce xϕ = yϕ. I.e., for every A ∈ |A|,

HOM(A,X)
xϕ,yϕ
−−−−−−⇒ HOM(A,X ′) are equal maps. This is equivalent to saying that for

every atom A in X , and every map A
z−→ X, A

z−→ X
x−→ X ′ = A

z−→ X
y−→ X ′. Since the

class of atoms is generating, this implies that x = y.

Next, we show that ϕ is full: given X and X ′ in X , and a map Xϕ
f−→ X ′ϕ in S A∗

, to
show that there exists a map X

y−→ X ′ such that f = yϕ = HOMX ( , y). Let the following
be a canonical exact diagram ending in X:

R
∑

j∈J Aj X
α

β

p

Since f : HOM( , X) → HOM( , X ′) is a natural transformation, for each A,
fA : HOM(A,X)→ HOM(A,X ′), so that for x ∈ HOM(A,X), xfA ∈ HOM(A,X ′).

If A
x−→ X, let us denote by iX : A →

∑
j∈J Aj the corresponding injection, i.e., the

injection such that x = iXp.
Now, xfA : A→ X ′, and this collection of maps induces a unique map∑

j∈J

Aj
p′−→ X ′

such that for each A
x−→ X, iXp

′ = xfA. That is, the following diagram is commutative
for each x : A→ X:

A

∑
j∈J Aj X

X ′

iX
x

xfA

p

p′
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Since p = Coeq(α, β), if we show that αp′ = βp′, there will be a unique X
y−→ X ′ such

that py = p′.
To show the above, it is enough if we show that for every map A

r−→ R, and any atom
A for which such a map exists, rαp′ = rβp′. Because then, by the generating property
of the family of atoms, this will imply that αp′ = βp′. Notice that if we take atoms for
which there exists a map A→ R, for those there will exist a map A→ X as well.

Since A
r−→ R, both rα and rβ are maps from the atom A into the coproduct

∑
j∈J Aj.

Since A is an atom this implies that there exists atoms A′ and A′′ for which there are

maps A′ x′−→ X and A′′ x′′−→ X such that if iX′ and iX′′ are their corresponding injections

into the coproduct, there are also maps A
a′−→ A′ and A

a′′−→ A′′ such that rα = a′iX′ and
rβ = a′′iX′′ .

But rαp = rβp implies that

a′x′ = a′iX′p = rαp = rβp = a′′iX′′p = a′′x′′

and since both (a′x′) and (a′′x′′) are maps A⇒ X which are equal, then also (a′x′)fA =
(a′′x′′)fA : A→ X ′.

Since f is a natural transformation, the following square is commutative:

HOM(A′, X) HOM(A′, X ′)

HOM(A,X) HOM(A,X ′)

fA′

fA

HOM(a′,X) HOM(a′,X′)

so that, by taking x′ ∈ HOM(A′, X) and travelling in both directions along the diagram,
we get:

x′(fA′ ,HOM(a′, X ′)) = a′(x′fA′) and

x′(HOM(a′, X)fA) = (a′x′)fA

which must be equal elements of HOM(A,X ′), i.e. a′(x′fA′) = (a′x′)fA.
By the same argument, since the following square is also commutative:

HOM(A′′, X) HOM(A′′, X ′)

HOM(A,X) HOM(A,X ′)

fA′′

fA

HOM(a′′,X) HOM(a′′,X′)

we have, for x′′ ∈ HOM(A′′, X) the following identity: a′′(x′′fA′′) = (a′′x′′)fA. Finally, we
have that

rαp′ = a′iX′p′ = a′(x′fA′) = (a′x′)fA = (rαp)fA

= (rβp)fA = (a′′x′′)fA = a′′(x′′fA′′) = a′′iX′′p′ = rβp′.



CATEGORIES OF SET VALUED FUNCTORS 43

Since r was arbitrary, αp′ = βp′. Therefore there exists a unique X
y−→ X ′ such that

py = p′.
To see that f = yϕ, take the diagram into S A∗

by means of ϕ, and see that both
f and yϕ make it commutative, but pϕ is epi as well, so that they have to be equal.
Actually, pϕ is the canonical epimorphism

∑
(HA,HX)HA → HX since, by Yoneda lemma,

(HA, HX) ∼= AHX
∼= HOM(A,X).

We now attempt to prove the representation theorem for right-complete atomic regular
categories. The proof is analogous to that of Lawvere [Law63a] of the characterization
theorem for algebraic categories.

2.4. Characterization of diagrammatic categories

2.4.1. Theorem. Let X be any right-complete atomic regular category. Then, there
exists a small category A and a functor

X
ϕ−→ S A∗

which is an isomorphism of categories.

Proof. Let A be the full subcategory of X generated by the atoms in X . Let ϕ be
defined by Xϕ = HOMX ( , X) for any object X in X , and xϕ = HOM( , x) for any map
X

x−→ X ′ in X .
The statement that ϕ is full and faithful is equivalent to the statement that the full

subcategory of X generated by the atoms, i.e., A, is adequate in X . Therefore, by 2.3.2,
ϕ is full and faithful. Next, we show that ϕ has an adjoint ψ, as follows. Given any object
T in S A∗

, by 1.8.1 and 1.6.3 there is an exact diagram ending in T :

Kp

∑
(HA,T )

HA ×
∑

(HA,T )
HA

∑
(HA,T )

HA T
pp0

p1

kp

Reinterpreting 2.2.8, it says that ϕ is coproduct preserving2, since for any coproduct∑
i∈I Xi in X ,

A((
∑
i∈I

Xi)ϕ) ∼= HOMX (A,
∑
i∈I

Xi) ∼=
∑
i∈I

HOM(A,Xi) ∼=
∑
i∈I

A(Xiϕ)

for every atom A in X , i.e., for every object A ∈ A∗. So, (
∑

i∈I Xi)ϕ ∼=
∑

i∈I(Xiϕ), as
objects in S A∗

. To the above exact diagram ending in T , we can add the canonical
epimorphism

∑
(HA′ ,Kp)

HA′
r−→ Kp, which exists since Kp is an object in S A∗

and by

1.8.3. By Yoneda, (HA, T ) ∼= AT , so we replace it everywhere. Then, the diagram∑
A′Kp

HA′ Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

pp0

p1

kpr

2Due to the mistake in the original proof of Proposition 2.2.8, ϕ is only proven here to preserve finite
coproducts, and so there is a gap in the original proof here. The proof was not amended in Marta Bunge’s
personal notes.
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can also be written, since ϕ is coproduct preserving, as:

(
∑

A′Kp
A′)ϕ Kp (

∑
AT A)ϕ× (

∑
AT A)ϕ (

∑
AT A)ϕ T

pp0

p1

kpr

We can now use the fact that ϕ is full to get maps
∑

A′Kp
A′

p1−−⇒
p1

∑
AT A such that

rkpp0 = a0ϕ, and rkpp1 = a1ϕ. Let q = Coeq(a0, a1) in X , and let (
∑

AT A)ϕ
qϕ−→ Xϕ, be

its image under ϕ in S A∗
, where X is the codomain of q. Define Tψ = X.

The following picture illustrates the situation where the above half is a diagram in
S A∗

, and the half below is a diagram in X .

∑
A′Kp

HA′ Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

Xϕ

∑
A′Kp

A′ ∑
AT A X = Tψ

pp0

p1

kpr

qϕ

a0

a1

q

To see that ψ so defined is adjoint to ϕ, we show that X is a reflective subcategory of
S A∗

, i.e., for each T in S A∗
, there exists a natural transformation T

φ−→ Tψϕ, such that

if X ′ is an object in X and T
φ′
−→ X ′ϕ is a map in S A∗

, then there is a unique Tψ
x−→ X ′

such that the following is commutative:

T Tψϕ

X ′ϕ

xϕ

φ

φ′

To this end, we first notice that: rkpp0(qϕ) = (a0ϕ)(qϕ) = (a0q)ϕ = (a1q)ϕ = (a1ϕ)(qϕ) =

rkpp1(qϕ). But since p = Coeq(rkpp0, rkpp1) there exists a unique T
φ−→ Xϕ, such that

pφ = qϕ. That is, the following is commutative:∑
AT HA T

Xϕ

p

qϕ
φ

Let X ′ be any object in X , such that there is a map T
φ′
−→ X ′ϕ. Since ϕ is full, there exists

a map s such that sϕ = pφ′. On the other hand, q = Coeq(a0, a1). We want to show that
also a0s = a1s and since ϕ is faithful, it is enough to show that (a0s)ϕ = (a1s)ϕ. Now,
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(a0s)ϕ = (a0ϕ)(sϕ) = (rkpp0)pφ
′ = (rkpp1)pφ

′ = (a1ϕ)(sϕ) = (a1s)ϕ. So there exists a

unique X
x−→ X ′ such that qx = s, i.e., such that the following diagram is commutative:∑

AT A X

X ′

x

q

s

But now, p(φ(xϕ)) = (pφ)(xϕ) = (qϕ)(xϕ) = sϕ = pφ′, and p epi implies that φ(xϕ) = φ′.
Therefore ψ is adjoint to ϕ. Notice that so far, we have used all the axioms for regular
categories but axiom R5. We have also used right-completeness and atomicity. But we
need R5 to finish the proof and show that ϕ is dense, and therefore an equivalence of
categories. It will also be an isomorphism.

We now show that ϕ is dense: for this we have to show that given T in S A∗
, there exists

X in X , such that Xϕ ∼= T . We show that this happens for X = Tψ, so that moreover
the composition ψϕ is the identity of S A∗

. It is already clear that the composition ϕψ is
the identity of X , since given X in X , (Xϕ)ψ =df X. So, that ϕ is an isomorphism of

categories will be proven once we show that for each T , the map T
φ−→ Tψϕ = T

φ−→ Xϕ,
is an isomorphism of objects.

Let α = Eq(q0q, q1q) where
∑

AT A ×
∑

AT A
q1−−⇒
q1

∑
AT A are the projections, i.e.,

(αq0, αq1) = Ker pair(q).
Then αϕ = Eq(p0(qϕ), p1(qϕ)). And since kpp0(qϕ) = kpp1(qϕ) there exists a unique

Kp
ξ−→ Kqϕ such that ξ(αϕ) = kp as indicated in the diagram below:

∑
A′Kp

HA′ Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

Kqϕ Xϕ

∑
A′Kp

A′ ∑
AT A X

Kq

∑
AT A×

∑
AT A

r kp

ξ

p0

p1

p

qϕ
φ

αϕ

a0

a1

r′

q

α

q0

q1

Now, both diagrams below are exact:

Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

Kqϕ
∑

AT HA ×
∑

AT HA

∑
AT HA Xϕ

pp0

p1

kp

ξ

αϕ p0

p1 qϕ
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therefore, to show that T ∼= Xϕ, it is enough to show that Kp
ξ−→ Kqϕ, is an isomorphism.

Since a0q = a1q and (αq0, αq1) = Ker pair(q), there exists a unique r′ such that
r′αq0 = a0 and r′αq1 = a1 and, if a is such that a0 = aq0 and a1 = aq1 then rkp = aϕ
so that rξ(αϕ) = rkp = aϕ = (r′α)ϕ = (r′ϕ)(αϕ) which implies, since αϕ is mono that
r′ϕ = rξ.

(Notice that we have used the fact that ϕ, having an adjoint, is left exact, and since
both in X and in S A∗

all monos are equalizers, is also mono preserving, or a mono
functor.)

Since r is epi, it is a coequalizer and let r = Coeq(β0, β1). Actually, no matter what
the domain of β0 and β1 is, by 1.8.3, there will be a family of representables and an
epimorphism from the coproduct of this family into this domain, so that if r coequalizes
β0 and β1 it also coequalizes the composition of the epi with each of β0 and β1. Therefore
we can assume without loss of generality, that∑

J

HA′′

β0−−⇒
β1

∑
A′Kp

HA′
r−→ Kp

is a coequalizer diagram, where J is the corresponding indexing set.
Since ϕ is full and preserves coproducts, there are β′

0, β
′
1 such that β′

0ϕ = β0 and
β′
1ϕ = β1. Let r′′ = Coeq(β′

0, β
′
1). In the diagram below, the dotted arrows stand for

maps which will be shown to exist and fit so as to make everything commute. As before,
we draw a double diagram, the upper part being in S A∗

, the lower in X :

∑
J HA′′

∑
A′Kp

HA′ Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

Qϕ Kqϕ Xϕ

∑
J A

′′ ∑
A′Kp

A Kq

∑
AT A×

∑
AT A

∑
AT A X

Q

β0

β1

r

r′′ϕ

r′ϕ

kp

p
ξ

p0

p1

p

qϕ
φ

ηϕ

αϕ

β′
0

β′
1

r′

r′′

α
q0

q1

q

η

Now we have β′
0r

′α = β′
1r

′α since (β′
0r

′α)ϕ = β0rkp = β1rkp = (β′
1r

′α)ϕ and ϕ is faithful.

Now, α mono implies that β′
0r

′ = β′
1r

′. Therefore there exists a unique Q
η−→ Kq such that

r′ = r′′η, and β0(r
′′ϕ) = β1(r

′′ϕ), because β0(r
′′ϕ) = (β′

0ϕ)(r
′′ϕ) = (β′

0r
′′)ϕ = (β′

1r
′′)ϕ =

(β′
1ϕ)(r

′′ϕ) = β1(r
′′ϕ).

Therefore there exists a unique Kp
ρ−→ Qϕ such that rρ = r′′ϕ. Now, since rρ(ηϕ) =

(r′′ϕ)(ηϕ) = (r′′η)ϕ = r′ϕ = rξ and r epi then ρ(ηϕ) = ξ.
Since ξ is mono, then also ρ is mono and r′′ϕ epi implies that ρ is epi, therefore ρ

is iso. (To see that r′′ϕ is epi we show that r′′ϕ = Coeq(β0, β1) which is so because
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(β′
0, β

′
1) = Ker pair(r′′) and so (β0, β1) = (β′

0ϕ, β
′
1ϕ) = Ker pair(r′′ϕ) since ϕ preserves left

roots.)
Therefore ρ : Kp → Q is an isomorphism and so, (ηϕ) = ξ. Now, r′ = r′′η epi

implies η epi, and therefore since q = Coeq(αq0, αq1) then q = Coeq(ηαq0, ηαq1) as
well. Now, since (αp0, αp1) is a kernel pair, it is a congruence relation, and since αp0 =
ξ(αϕ)p0 = (ηϕ)(αϕ)p0 = (ηϕ)(αϕ)(q0ϕ) = (ηαq0)ϕ; and similarly, αp1 = (ηαq1)ϕ, this
means that ((ηαq0)ϕ, (ηαq1)ϕ) is a congruence relation, but ϕ full and faithful implies
that (ηαq0, ηαq1) is a congruence relation, therefore, by axiom R5 and 2.1.11, it is the
kernel pair of its coequalizer, which is q by the above considerations. Therefore, since
both (ηαq0, ηαq1) and (αq0, αq1) are kernel pairs of q, it means that η is an isomorphism.
And since (ηϕ) = ξ, ξ is also an isomorphism. Therefore T ∼= Xϕ, and ϕ is dense. It has
already been shown that in this case, it is an isomorphism of categories.
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Chapter 3

Isomorphisms of diagrammatic
categories

We have just shown, in chapter 2, that every right-complete atomic regular category is
isomorphic to a diagrammatic category. That is, one can view a right-complete atomic
regular category as a category whose objects are all set-valued functors from a given
small category. However, the representation given in Theorem 2.4.1 need not be the
only possible one such. Actually, as we shall see, this representation is a “maximal”
one, in a sense we will explain. This leads us to the question: when are two given
diagrammatic categories, S A and S B, isomorphic? To answer this question, we must
begin by investigating the nature of functors between diagrammatic categories, which
have either adjoint or coadjoint. Next, we may ask about functors between diagrammatic
categories, which are isomorphisms. The main theorem of the chapter is called “Morita
isomorphism theorem for diagrammatic categories” because it resembles a theorem of
Morita for categories of modules. It gives necessary and sufficient conditions for two
diagrammatic categories to be isomorphic, in terms of the small domain categories in
each one of them. This theorem is useful to find out, when is unique the representation
of a category as a diagrammatic category.

3.1. Adjoint functors between diagrammatic categories

Given any complete category M , and a functor M → S , this functor has an adjoint if
and only if it is representable: if the functor is represented by an object A in M , then
HA = HOMM (A, ) preserves all left roots, and since there are coproducts in M ∗, HA

has an adjoint, namely the one whose rule is S ⇝
∑

S A for any object S in S , i.e., for
any set S; if the functor has an adjoint, evaluating the adjoint at the object 1 of S , we
get a representor for it.

By Coadj(A ,B) we mean the category whose objects are functors A → B and which
have adjoints, i.e., they are coadjoints to some functor B → A . The above establishes
informally, a well known equivalence, namely that Coadj(M ,S ) ∼= M ∗.

It is clear that for any two categories A and B, Coadj(A ,B) ∼= (Adj(B,A ))∗, so

49
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that, by the above, we have also that Adj(S ,M ) ∼= M .
Suppose we now replace S by an arbitrary diagrammatic category. The question

is whether we can also get good results for those. André [And66] has investigated the
question, and he gets very general results concerning adjoint pairs of functors between
categories of functors.

However, we find that for our present needs, the machinery he develops is much too
complicated, since we only need results where diagrammatic categories are involved, and
we may dispense with generality. Thus, we find simpler proofs of some of his results and
we go further into the applications. Thus, we want to find “formulas” for Adj(S B,M )
and dually, for Coadj(M ,S B) where M is any complete category.

The functor ϕ defined in the theorem of characterization of diagrammatic categories,
proves useful in these considerations. In the proof of 2.4.1, the adjoint ψ to ϕ was con-
structed, however it was not given by a formula. We do this here.

We first recall how was ϕ defined, as the subregular representation of the right-complete
atomic regular category X over the category of atoms, that is, let C∗ be the full subcat-
egory determined by the atoms (or, let C be the dual of the category of atoms), and let

C∗ j
↪−→X be the inclusion functor, then ϕ is defined as the composition

X
H−→ S X ∗ S j∗

−−→ S C

Next, we remark that every object T in S C is a direct limit over a small category,

i.e., T = lim−→((H,T ) → C∗ H−→ S C), where the category (H,T ) as an objects natural

transformations HA
φ−→ T , for some A ∈ |C|, and the maps are commutative triangles

HA HA′

T

Hx

φ φ′

and where the functor (H,T )→ C∗ has the rule:

HA
φ−→ T ⇝ A

HA HA′

T

Hx

φ φ′
⇝ A

x−→ A′

To see this, let us take the following exact diagram ending in T :

Kp

∑
AT HA ×

∑
AT HA

∑
AT HA T

kp pp0

p1

where p is the epimorphism which exists by 1.8.3, and where (kpp0, kpp1) is the kernel pair
of p. We will write

T ∼=
∑
AT

HA/Kp
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to mean that the above diagram is exact, although what is factored out from the coproduct∑
AT HA to get T is not Kp itself, but the congruence relation (kpp0, k1p1).

But also lim−→((H,T ) → C∗ H−→ S C) is gotten by first taking the coproduct
∑

AT HA

and then factoring out relations which are given by the small category (HA, T ), and which
are precisely those we have indicated by Kp.

By the way ψ was constructed, it is clear that its value at T in S C, is given by

Tψ = lim−→((H,T ) → C∗ j−→ X ). For this, we recall that if T ∼=
∑

AT HA/Kp
then

Tψ ∼=
∑

AT A/Kq
and moreover that Kp and Kq were isomorphic, and therefore, the

relations to be factored out are the same. This adjoint happened to be an isomorphism
because of axiom R5, however, we can use the construction for a more general case where
the categories involved need not be regular, though they have to be complete, or, at least,
right-complete.

Let now M be any complete category. We imitate the above situation, although M
need not be regular or have an adequate subcategory which is small either. We keep in
mind the following commutative triangles:

X S C

C∗
j

ϕ

H

S C X

C∗
j

ψ

H

Notice that the commutative of the triangle to the right says that for every C ∈ |C|,
C = lim−→((H,HC)→ C∗ j−→X ).

3.1.1. Theorem. For any M complete, and B small,

Adj(S B,M ) ∼= M B∗

Proof. Let T : S B → M , and define GT : B∗ → M as the composition of the regular
representation functor of B∗ with T . This can always be done whether or not T has
coadjoint, and we say that we are “restricting along Yoneda”.

Let G : B∗ →M , and define TG : S B →M by letting its value at an object F of S B,
be

FTG = lim−→((H,F )→ B∗ G−→M ).

Then, the following triangles are commutative:

M S B

B∗
GT

T

H

S B M

B∗
G

TG

H

The one on the left is commutative by the definition of GT and the one on the right since:

B(HTG) = HBTG = lim−→((H,HB) → B∗ G−→ M ) ∼= BG. We now have to show that
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TG : S B →M , is also an object in Adj(S B,M ), i.e., that it has a coadjoint T ∗. Define
T ∗ as follows: for X in M , let XT ∗ : B → S , be given by B(XT ∗) = HOMM (BG,X)
for any B ∈ |B|. It is clear that it is a functor when extended to the maps and that it is
coadjoint to T .

To show the isomorphism of the theorem we have to prove that for every T in
Adj(S B,M ), TGT

∼= T , and that for every G : B∗ →M , that GTG
∼= G.

Given any B ∈ |B|, (B)GTG = (B)HTG = HBTG = lim−→((H,HB)→ B∗ G−→M ) ∼= BG;

and given any F in S B, (F )TGT = lim−→((H,F ) → B∗ GT−−→ M ) ∼= lim−→((H,F ) → B∗ H−→
S B T−→M ) ∼= FT .

3.1.2. Corollary. For any M complete, and B small,

Coadj(M ,S B) ∼= M ∗B

Proof. Coadj(M ,S B) = (Adj(S B,M ))∗ = (M B∗
)∗ = M ∗B.

We would like to say, as in the case of S , that Coadj(M ,S B) is given by the “rep-
resentable” functors.

To say that a functor M
T−→ S is representable means that there exists an object A

in M such that T ∼= HA = HOMM (A, ).

In the category of categories (Lawvere [Law66b]), the functors 1→M are in one-to-
one correspondence with the objects of M . This allows us to say, equivalently, that T is
representable iff T is naturally equivalent to the functor:

1×M
A×M−−−→M ∗ ×M

HOM−−−→ S

where 1
A−→M is the functor whose value at the only object of 1 is the object A in M ,

so that T is represented by A.

This definition has the advantage that it can easily be generalized: we say now that a

functor T : M → S B is “representable” iff there exists B∗ A−→M such that

B×M
A∗×M−−−−→M ∗ ×M

HOM−−−→ S

is naturally equivalent to T ′ : B ×M → S , where T ′ corresponds to T by exponential
adjointness, i.e., such that T ′ = (B× T )ev. Now we have automatically:

3.1.3. Theorem. For any M complete, B small, the functor T : M → S B has an
adjoint iff it is “representable”.

Proof. By the definition of “representable”.
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Theorem 3.1.1 has several useful consequences, first of all, it gives back the previous
results stated for S . This is so, since taking B ∼= 1, we have, by 3.1.1, that

Adj(S ,M ) ∼= Adj(S 1,M ) ∼= M 1∗ ∼= M 1 ∼= M .

If M is taken to be also a diagrammatic category, then a useful corollary to 3.1.1 is
the following:

3.1.4. Corollary.

1. If B and C are any two small categories, Adj(S B,S C) ∼= S B∗×C and
Coadj(S B,S C) = S ∗B∗×C;

2. if A is any small category then, Adj(S A) =df Adj(S A,S A) ∼= S A∗×A and
Coadj(S A) =df Coadj(S A,S A) ∼= S ∗A×A∗

;

3. if I is any discrete category, i.e., just a set, then Adj(S I) ∼= S I×I and
Coadj(S I) = S ∗I×I ;

4. Adj(S ) = S and Coadj(S ) = S ∗.

Proof.

Adj(S B,S C) ∼= (S C)B
∗ ∼= S B∗×C ∼= S C×B∗

;

Coadj(S B,S C) ∼= Adj(S C,S B)∗ = (S C∗×B)∗ = S ∗C×B∗
;

Adj(S A) ∼= Adj(S A,S A) ∼= S A∗×A;

Coadj(S A) ∼= Adj(S A)∗ ∼= (S A∗×A)∗ = S ∗A×A∗
;

Adj(S I) ∼= S I∗×I ∼= S I×I ;

Coadj(S I) ∼= Adj(S I ,S I)∗ ∼= (S I×I)∗ = S ∗I×I ;

Adj(S ) ∼= Adj(S 1) ∼= S ;

Coadj(S ) ∼= Adj(S )∗ ∼= S ∗.
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When I is discrete, the statement Adj(S I) ∼= S I×I has an obvious interpretation:
there is a one-to-one correspondence between endomorphisms of a vector space and ma-
trices. This is so if we “see” functors I → S , as vectors with coordinates in the set I,
such that the i-th coordinate of X is the value at i of X, which we may denote by Xi

rather than iX to suggest the given interpretation. A functor I × I → S , can be seen
as a matrix whose (i, j)-th coordinate is (i, j)A and denoted Aij . Then, the correspon-
dence is given as in 3.1.1, i.e., given E : S I → S I , the matrix A corresponding to the
endomorphism E is given by the commutativity of the triangle:

S I S I

I

E

H A

and therefore, Aij = (j)(iAj) = j(HiE). If E is the identity functor, then the correspond-
ing matrix is diagonal, with Aij = 1 iff i = j and Aij = 0 iff i ̸= j. Conversely, given a
matrix A : I× I → S , the corresponding endomorphism of S I is given by: for X in S I ,
the value of A at X is denoted X#A and it is an object of S I defined, for i ∈ I by

(X#A)i = i(X#A) =
∑
Xk

Aki =
∑
k

Xk × Aki.

This suggests a matrix multiplication as well, given by the usual composition of func-
tors, when defined, and the correspondence between endomorphisms of S I and I × I
matrices. That is, let

S I×K ×S K×J #−→ S I×J

be the matrix multiplication given by the correspondence and the usual composition of
adjoint functors to yield adjoint functors, so that the coadjoint of the composition of two
functors which have coadjoints is the composition of the coadjoints in inverse order:

Adj(S I ,S K)× Adj(S K ,S J)
◦−→ Adj(S I ,S J)

After the above discussion, it is clear how the matrix multiplication is the usual one,
i.e., for A in S I×K and B in S K×J , A#B is an object in S I×J defined for (i, j) ∈ I×J
by,

(A#B)ij =
∑
k

(Aik ×Bkj).

This can also be done in the non-discrete case: if F is an object in S B and G is an
object in S B∗×C, then F#G is an object in S A such that its value at any object A of A
is:

(A)F#G =
[∑

B

BF × (B,A)G
]/((

x′, g((b, A)G)
)
= (x′(bF ), g)

)
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where x′ ∈ B′F ; B′ b−→ B; x′(bF ) ∈ BF and B′F
bF−→ BF ; g ∈ (B,A)G so that

g((b, A)G) ∈ (B′, A)G.

This can be seen as follows: (A)F#G = (A)(lim−→((H,F ) → B∗ G−→ S A)) ∼=

lim−→((H,F ) → B∗ G−→ S A evA−−→ S ) ∼= lim−→((H,F ) → B∗ G(evA)−−−−→ S ) where evA is

“evaluation at A”. But lim−→((H,F ) → B∗ G(evA)−−−−→ S ) ∼= [
∑

BF (B,A)G]/Kp
where the

following is an exact diagram:

Kp

∑
BF (A,B)G×

∑
BF (A,B)G

∑
BF (A,B)G (A)F#G

kp p

The relations by which the coproduct factors out are forced by the conditions: B′ b−→ B
induces

HB HB′

F

commutative.
We can now express “matrix multiplication”:

S A∗×B ×S B∗×C #−→ S A∗×C

by the following: given M in S A∗×B and N in S B∗×C, M#N is an object in S A∗×C such
that its value at an object (A,C) of A∗ × C is

(A,C)M#N =
[∑

|B|

(A,B)M × (B,C)N
]/((

h, g(b, C)N
)
= (h(A, b)M, g)

)
where b : B′ → B, h ∈ (A,B′)M so that h(A, b)M ∈ (A,B)M and g ∈ (B,C)N so that
g(b, C)N ∈ (B′, C)N .

The above is so because:

(A,C)M#N = lim−→((H, (A, )M)→ B∗ (C, )N−−−−→ S ).

In the correspondence Adj(S A,S A) ∼= S A∗×A, the identity functor corresponds to
the HOM-“matrix”, i.e., to the bifunctor HOM: A∗ ×A→ S , so that M : A∗ × B→ S
defines an equivalence between S A and S B, iff there exists N : B∗ × A → S such that
M#N ∼= HOMA and N#M ∼= HOMB.

3.2. On the different representations of a category as a diagrammatic cat-
egory

If no category could be represented in more than one way as a diagrammatic category,
that would mean that a diagrammatic category is completely determined by the domain
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category for the set-valued functors. In other words: it would be true that given any
two diagrammatic categories which were isomorphic S A ∼= S B, then also the domain
categories A and B would be isomorphic categories. However, this is not so, as we shall
see. On the other hand, and as in the case of complete atomic Boolean algebras, com-
plete atomic regular categories are completely determined by the atoms in them. This is
intuitively so, and can be shown as follows.

3.2.1. Proposition. Let X ,X ′ be complete atomic regular categories and ϕ : X →X ′

an isomorphism of categories. Then, ϕ preserves the atoms and the corresponding full sub-
categories of X and X ′ determined by the atoms in each one, are isomorphic categories
under the restriction of ϕ.

Proof. Let A be an atom in X . Let us show that Aϕ is an atom in X ′. Let (f ′, g′)
be a jointly epi pair of maps in X ′ with codomain Z ′. Then, since ϕ is full and dense,
there is a Z in X , and f, g with codomain Z such that Zϕ ∼= Z ′, fϕ = f ′, gϕ = g′.
Moreover, (f, g) is jointly epi in X : given r, s such that fr = fs and gr = gs, then also,
(fϕ)(rϕ) = (fϕ)(sϕ) and (gϕ)(rϕ) = (gϕ)(sϕ), so that if (rϕ) is called r′ and (sϕ), s′,
we have f ′r′ = f ′s′ and g′r′ = g′s′. But then r′ = s′ which implies since ϕ is faithful,

that r = s. So, given Aϕ
z′−→ Z ′ since ϕ is dense, there exists Z such that Zϕ ∼= Z ′

and since ϕ is full, there exists A
z−→ Z such that zϕ = z′. Since A is an atom in X ,

there exists x such that xf = z, for example (it could factor through g instead, or as
well). Then (xϕ)f ′ = (xϕ)(fϕ) = (xf)ϕ = zϕ = z′. The second property of being an
atom is similarly proven to be true of Aϕ. Since ϕ is one-to-one on objects, there is a
one-to-one correspondence between the two classes (sets) of atoms, and since ϕ is dense,
full and faithful, the two small categories determined by the atoms in each category, are
isomorphic categories under ϕ.

Any diagrammatic category is complete atomic regular, since the atoms contain as
a subclass the representable functors, which generator the category. The question that
comes up naturally, is whether the representable functors are all the atoms, in an arbitrary
diagrammatic category. We already know that any retract of an atom is again an atom, in
any regular category whatsoever. Are all retracts of representables again representables?
Another question is: are there any other atoms which are not retracts of any representable?
We answer the last question first:

3.2.2. Theorem. In any diagrammatic category S C, the atoms are precisely the retracts
of the representables.

Proof. Let T be an atom in S C. Since the family of representables is generating, there
exists a set J and a family of representables indexed by J and an epimorphism p from

the coproduct of this family into T ,
∑

J H
A p−→ T . Since T is an atom, it is projective,

therefore there exists a map T
h−→

∑
J H

A such that hp = T . But T being an atom is also

abstractly unary, therefore there exists HA and T
k−→ HA such that, if j is the injection

corresponding to HA through which h factors, h = kj. Finally, the following commutative
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diagram says that T is a retract of HA:

T

HA T

k
T

jp

We now plan to answer the question whether all retracts of representables are or are
not always representables. If the answer were to be affirmative, then we would have,
after 3.2.2, that the representables would be all the atoms in any diagrammatic category.
However, it is not so in general, and we want to give a sufficient condition for this to
happen.

We first need a definition taken from Freyd ([Fre64]): an idempotent (map) is a map
e such that ee = e. In a category X , it is said that idempotents split iff for every

idempotent A
e−→ A, there exists an object B and maps A

a−→ B, B
b−→ A such that

A
a−→ B

b−→ A = A
e−→ A and B

b−→ A
a−→ B = B

B−→ B. Freyd defines amenable categories
as categories which are additive, have finite coproducts and where all idempotents split.
Then a necessary and sufficient condition for a category of additive functors with domain
category A and codomain category G (the category of abelian groups), to have the
property that every abstractly finite projective object be representable is that the category
A be amenable.

We want to prove an analogous theorem to that of Freyd, for diagrammatic categories.
The existence of coproducts in the domain category is not needed since the atoms are
more than abstractly finite: they are abstractly unary as well. There it is used that
⟨A ,G ⟩ is abelian, in the fact that there are unique factorizations into epis followed by
monos. But this is true of any diagrammatic category, without being abelian. Therefore,
the proof is quite similar, only less is needed here:

3.2.3. Proposition. If in C, all idempotents split, then, in S C, every atom is repre-
sentable.

Proof. Let T be an atom in S C. By 3.2.2, T is a retract of some HA, i.e., there exists a
map T

r−→ HA and a map HA s−→ T such that rs = T . But then, sr is an idempotent since
(sr)(sr) = s(rs)r = sr. Also, since the regular representation of C∗ is full andHA sr−→ HA,
there exists x : A → A such that sr = Hx. Now, HxHx = Hxx = Hsrsr = Hsr = Hx,
and since H is faithful, xx = x, or x is an idempotent in C. Therefore, it splits by means

of maps A
a−→ A′, A′ b−→ A such that A

a−→ A′ b−→ A = x and A′ b−→ A
a−→ A′ = A′; so,

HA s−→ T
r−→ HA = Hx = HA Hb

−→ HA′ Ha

−−→ HA. Now, rs = T implies that r is mono and
s is epi, therefore Hx is factored into an epi followed by a mono, by means of s and r.
But HA′

is also a retract of HA so that Hb is epi and Ha, mono. Since such factorizations
are unique in any diagrammatic category, T ∼= HA′

.
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It is an exercise in Freyd [Fre64], that any small category can be embedded into another
in which idempotents split, and moreover, it can be done in a minimal universal way. We
shall define here also the closure under the splitting of the idempotents of any small
category, and although our definition looks different from that of Freyd’s, it turns out
that they are equivalent. We prefer our definition because it is easier to draw explanatory
diagrams, however disadvantageous is the fact that it resembles a subcategory of a functor
category though it is not.

Given a small category C, we define its idempotents-splitting closure C̄ as follows:
let the objects of C̄ be the idempotents of C, i.e., A e−→ A is an object in C̄ iff e is an

idempotent in C. Given any two objects A
e−→ A, and A′ e′−→ A′ in C̄, a map from the first

to the second is a commutative diagram:

A A

A′ A′

ff

e

e′

f

i.e., a commutative square with a built-in diagonal, which reduces to the following equa-
tions: ef = f = fe′. We will denote this map by (e, f, e′). The conditions for f : A→ A′

in Freyd’s definition, reads as follows: efe′ = f . We show that both are equivalent.
If efe′ = f then ef = eefe′ = efe′ = f and fe′ = efe′e′ = efe′ = f . Conversely, if

ef = f = fe′ then, efe′ = fe′e′ = fe′ = f ′.
Composition of maps (e, f, e′)(e′, g, e′′) = (e, fg, e′′) because, if f is such that ef =

f = fe′ and g is such that e′g = g = ge′′ then, e(fg) = (ef)g = (fe′)g = f(e′g) =
f(ge′′) = (fg)e′′, so that e(fg) = (ef)g = fg = f(ge′′) = (fg)e′′. The identity map of

A
e−→ A is (e, e, e) since ee = e = ee.
On the other hand, if we had defined a subcategory of a functor category, the identity

map of A
e−→ A would have to be A

A−→ A, however the condition imposed by the presence
of the diagonal prevents this from being so, since eA ̸= A and Ae ̸= A.

We now define the canonical functor C i−→ C̄, as follows: given A ∈ |C|, let Ai =
(A,A,A), the identity map of A

A−→ A, where A
A−→ A is certainly an idempotent in C.

Let A
f−→ A′ be any map in C, then fi = (A, f,A′). This defines obviously a functor.

We now show that idempotents in C, which are now objects in C̄, when mapped by i
into C̄, they become maps and only the idempotents which are given by identity maps
become identity maps in C̄. That they split in C̄, can be seen as follows: let A

e−→ A be an
idempotent in C. Its image under i is the map (A, e,A), i.e., the commutative diagram

A A

A A

ee

A

A

e

The splitting is given as follows: take the object A
e−→ A in C̄, and the maps given by the
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commutative diagrams:

A A

A A

ee

A

e

e and
A A

A A

ee

e

A

e

and then we verify that (A, e, e)(e, e, A) = (A, ee, A) = (A, e,A) and (e, e, A)(A, e, e) =
(e, ee, e) = (e, e, e), therefore we have the required splitting.

The canonical functor C i−→ C̄ induces a functor S C̄ S i

−−→ S C and we want to show
that the latter is an isomorphism of categories. That the above construction gives the
minimal category in which C is embedded and it is such that idempotents of C split in C̄,
is clear, since the objects of the new category are idempotents of the first, and the maps
come from the category C as well.

3.2.4. Theorem. For any small C, and its idempotent-splitting closure C̄, the canonical

functor C i−→ C̄ induces an isomorphism S i : S C̄ ∼=−→ S C.

Proof 1. Define a functor ψ : S C → S C̄ as follows. Given T ∈ |S C|, if A e−→ A ∈ |C̄|,
then A

e−→ A is a map in C, so that AT
eT−→ AT is a map in S and has a regular image.

Define e(Tψ) = Reg Im(eT ). If

A A

A′ A′

ff

e

e′

f

is a map in C̄, by universality of images there is a map from e(Tψ) to e′(Tψ):

AT AT

e(Tψ)

e′(Tψ)

A′T A′T

fT fT

e′T

eT

f(Tψ)

1Editors’ remark. The proof of Theorem 3.2.4 in the original thesis was flawed. We have substituted
a corrected version from Marta Bunge’s personal notes.
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Now, given F ∈ |S C̄|, e(F (S iψ)) = Reg Im(e(FS i)). But e(FS i) = (A, e,A)F and
the following is a splitting

AF AF

eF
(A,e,e)F

(A,e,A)F

(e,e,A)F

since

A A

e
(A,e,e)

(A,e,A)

(e,e,A)

is a splitting hence preserved by F . Thus,

eF ∼= Reg Im(F (1A, e, 1A)) = Reg Im(e(FS i)).

Therefore F ∼= FS iψ.

On the other hand, given T ∈ |S C|, A(TψS i) = A(Tψ) = Reg Im(AT ) = TA.
Therefore T = T (ψS i).

With this theorem it is now clear that there may be diagrammatic categories which
are isomorphic, and such that they have non isomorphic domain categories. It is enough
to give an example of a small category which is not isomorphic to its own idempotent-
splitting closure. Take, for example, a category with exactly two maps, one identity map
A, and another non-identity map A

e−→ A which is idempotent.

In any diagrammatic category, the atoms are precisely the retracts of the representa-
bles, by 3.2.2. Therefore, the full subcategory generated by the atoms in any diagram-
matic category is precisely the full subcategory generated by the representables and their
retracts. Moreover, we have the following.

3.2.5. Theorem. In any diagrammatic category, the full subcategory generated by all the
representables and their retracts is isomorphic to the idempotent-splitting closure of the
full subcategory generated by the representables.

Proof. The atoms in S C are all the retracts of the representable functors. These retracts
give rise to idempotents in the full subcategory of S C generated by the representables,
which split in the corresponding closure. By unique factorizations of maps into epis fol-
lowed by monos, it is easily seen that the splitting of idempotents arising from retracts
are given by the retractions themselves. So, every atom in S C is an object in the closure
under the splitting of idempotents of the full subcategory of S C generated by the repre-
sentables. Conversely, for any idempotent HA e−→ HA in the closure of the subcategory of
representables, the splitting is given by maps HA r−→ T , T

s−→ HA such that rs = e and
T

s−→ HA r−→ T = T so that T is a retract of HA and therefore, an atom.
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3.2.6. Theorem. (Morita isomorphism theorem for diagrammatic categories) For any
two small categories A and B,

S A ∼= S B iff Ā ∼= B̄

Proof. Assume there is an isomorphism of categories ϕ : S A ∼=−→ S B. Then, by 3.2.1,
the restriction of ϕ to the full subcategory of S A generated by the atoms gives an iso-
morphism onto the full subcategory generated by the atoms in S B. By 3.2.5, this implies
that idempotents-splitting closures of the full subcategories generated by representables
in each category, are isomorphic categories. But, since in each diagrammatic category, the
small domain category for the functors and the full subcategory generated by the repre-
sentable functors are isomorphic, also their idempotents-splitting closures are isomorphic.
Therefore, Ā ∼= B̄.

Let Ā ∼= B̄. Then S Ā ∼= S B̄, and by 3.2.4, we have that S A ∼= S Ā ∼= S B̄ ∼= S B.

We now investigate the question of the uniqueness of the representation of a given
category (complete atomic regular) as a diagrammatic category. The representation given
in 2.4.1 is, in a sense, the maximal one: there are at least as many others as generating
subsets of the set of atoms in the category. This is so, since the category of atoms, besides
being its own closure under splitting of idempotents, is the closure, as well, of any full
subcategory generated by a proper subset of the set of atoms which is also generating for
the category. This can be shown as follows:

3.2.7. Proposition. Let X complete regular atomic. Let I be the set of its atoms, C
the full subcategory generated by the objects in I. Let I ′ ⊆ I be any subset which is also
generating (it need not be a proper subset) for X . Let C′ be the full subcategory of X
generated by the objects in I ′. Then C̄′ ∼= C.

Proof. Since there is an inclusion of sets I ′ ↪→ I, it induces an inclusion functor C′ ↪→ C
which in turn induces C̄′ → C̄ ∼= C̄′ → C since C̄ ∼= C. We now define a functor in the
opposite direction. If a family of objects is generating in a category, then every atom is
a retract of at least one object in the family. This is so because, if A is an atom and
the family {Ai} whose members are atoms, is generating, there exists a set J and an

epimorphism
∑

J Ai
p−→ A. However, A being projective implies that there exists a map

A
r−→

∑
J Ai such that rp = A. But A being an atom is also abstractly unary, and therefore

there exists a map s and an atom Aj such that if ij is the injection corresponding to Aj ,

r = sij . Therefore, there exists an atom Aj and maps A
s−→ Aj and Aj

ij−→
∑

J Ai
p−→ A

such that A
s−→

∑
J Aj

ijp−→ A = A. So A is a retract of Aj . Therefore, since (ijp)s is an
idempotent in C′ whose splitting is given by A, then A must be an object in the closure
of C′, that is, in C̄′. This is a functor, and both compositions give the identity.

The above proposition suggests that if the small category is already closed under
splitting idempotents, and no subfamily of its set of objects is also generating, then, the
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corresponding diagrammatic category can be represented in no other way as a diagram-
matic category. An example which is almost trivial of such categories is provided by the
small discrete categories. Indeed, for them:

3.2.8. Proposition. Let X be complete regular atomic and assume that the full sub-
category generated by the atoms is discrete, i.e., a set I. Then X ∼= S I is the only
representation of X as a diagrammatic category.

Proof. If the full subcategory of X generated by the atoms in X , is discrete, no proper
subset of I could be a generating family for X : assume on the contrary, that there exists
I ′ ⊆ I and I ′ ̸= I such that the objects in I ′ are a generating set of objects for X . Then,
by the proof of 3.2.7, if A is an atom and an element of I which is not an element of
I ′, A is a retract of an object B of I ′, since I ′ is generating. That means that there are
maps A→ B and B → A where both A and B are objects of I. However, I was discrete,
therefore there are no maps in I. Contradiction. This means that no proper subset of
I is generating and so, I is not the closure of any proper subset. Assume there is a
small category C, for which S I ∼= S C. This implies, by Morita isomorphism theorem,
that C̄ ∼= Ī ∼= I, and therefore, discrete. Therefore, also C is discrete, and so, C̄ ∼= C.
Therefore C ∼= I.

Discrete small categories are trivial examples of small categories which determine
uniquely their corresponding diagrammatic categories. There are less trivial examples.
Actually, for any C such that no proper subset of |C| generates the category, this is true
as well. And for this, it is too much to ask that there be no maps in C. It is more than
enough that there be no idempotents. In fact, this condition happens to be necessary as
well. We now prove:

3.2.9. Theorem. Let X be any complete atomic regular category. Then, there is only
one representation of X as a diagrammatic category (up to isomorphism) iff the full
subcategory of X generated by the atoms, contains no idempotents, except the identity
maps.

Proof. Assume that A
e−→ A is an idempotent which is not an identity map, in C, the

full subcategory of X generated by the atoms. Since C is its own idempotent-splitting
closure, there is an object B and maps A

s−→ B, B
r−→ A in C, such that A

s−→ B
r−→ A = e

and B
r−→ A

s−→ B = B. Then, the family of all the atoms in X without the atom B
is also generating. To see this, let f and g be any pair of maps in X with common
domain and codomain, and such that f ̸= g. Then, if there exists a map B

x−→ X

such that B
x−→ X

f−→ Y ̸= B
x−→ X

g−→ Y , the map A
s−→ B

x−→ X is also such that

A
sx−→ X

f−→ Y ̸= A
sx−→ X

g−→ Y , since s is epi. Let C′ be the full subcategory of X
generated by all the atoms with the exception of B. By 3.2.7, C̄′ ∼= C, and by 3.2.3,
S C′ ∼= S C̄′ ∼= S C. Since C′ ̸∼= C, this gives two different representations of X as a
diagrammatic category, since X ∼= S C ∼= S C′

. So, if the representation of X as S C is
unique (up to isomorphism), there are no idempotents in C.
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The converse of the theorem is immediate: if C is the full subcategory of the atoms
and contains no idempotents, then, it is minimal generating (no proper subset of its set
of objects is generating) and its own closure. Assume that there exists A, such that
S C ∼= S A. By 3.2.6, Ā ∼= C̄ ∼= C. But this means that A is a subcategory of C whose
closure is C. Moreover, A is isomorphic to a family of representable functors and all maps
between, which is a generating family for S A. This contradicts the above. Therefore, the
representation is unique up to isomorphism.

As examples of small categories which contain no idempotents other than identity
maps and which play important roles in the theory of diagrammatic categories and in the
category of categories, are 1, 2, 3 and 4.

We remark that in S , 1 is a generator and an atom, therefore the only atom, because
any other atom would have to be a retract of 1 (since {1} is generating) and therefore,
isomorphic (equal, by Convenience axiom) to 1. Therefore, another characterization of S
is: S is the only (up to isomorphism) right-complete atomic regular category in which 1
is an atom and a generator (or else, in which 1 is the only atom).

With this, we end the main part of our paper. In the next and last chapter, we deal
with applications to the class of diagrammatic categories, of the theory of triples and of
triplable categories. Chapter 4 is somewhat independent of the first three chapters.
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Chapter 4

Algebraic aspects of diagrammatic
categories

4.1. Adjoint and coadjoint triples and cotriples

In this section we review briefly the notions of triple and cotriple in categories, along with
some well known facts about them. Further information can be found in Eilenberg &
Moore [EM65].

A triple (T, η, µ) in a category X is an endofunctor T of X , together with two natural

transformations 1
η−→ T

µ←− T 2 such that the following diagrams are commutative:

T 2

T T

T 2

T

ηT µ

Tη µ

T 3 T 2

T 2 T

µT µ

µ

Tµ

η is called the unit of the triple and µ its multiplication. The three equations expressed
by the commutativity of the diagrams above say just that η is a two-sided unit for the
multiplication and that the latter is associative.

Dually, a cotriple (G,ψ, ν) in a category X is an endofunctor of X , together with two

natural transformations 1
ψ←− G

ν−→ G2 such that the following diagrams are commutative:

G2

G G

G2

G

ν ψG

ν Gψ

G G2

G2 G3νG

ν

ν Gν

65
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ψ is called the counit of the cotriple and ν its comultiplication, and the three equations
expressed by the commutativity of the diagrams say that ψ is a two-sided counit for the
cotriple and that the latter is associative.

The following is a more appropriate definition of adjointness for the above context:

given X Y
F

U
, F is said to be adjoint to U (and U coadjoint to F ) iff there are natural

transformations
1X

η−→ FU and UF
ψ−→ 1Y

such that the following equations hold:

F
ηF−→ FUF

Fψ−−→ F = 1F and

U
Uη−→ UFU

ψU−−→ U = 1U .

Adjoint pairs of functors give rise to triples in a canonical way, i.e., if F is adjoint to U
with η, ψ as above, then (FU, η, FψU) is a triple structure on X .

But conversely, triples give rise to adjoint pairs of functors in a minimal and a maximal
way (the canonical functor from Adj(X ) → Trip(X ) has adjoint and coadjoint). Only
maximal resolutions will interest us here. We remark that if X ∼= S , then the maximal
resolutions are given by the equational categories (Linton [Lin66]), which generalize Law-
vere’s algebraic categories (Lawvere [Law63a; Law63b]) by allowing infinitary operations
as well.

A maximal resolution of a given triple T on X is given by a category X T said to be
the category of T -algebras, and by a pair of adjoint functors FT and UT whose composition
is T , i.e., such that the following diagram is commutative, with FT adjoint to UT :

X T

X X

FT UT

T

Moreover, it is a maximal resolution of T in the sense that if Y is any other category for

which there are functors X
F−→ Y and Y

U−→ X such that FU = T and F is adjoint
to U , then there exist a unique functor H : Y → X T , such that the diagram below is
commutative:

Y

X T

X X

FT UT

T

F U
H

The objects of X T can be described as follows: they are pairs (X,φ) where X is in X ,

and XT
φ−→ X is a map in X , satisfying the equations expressed by the commutativity
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of the diagrams below:

XT

X X

XT

Xη

ηX

X

φ

φ

XTT XT

XT X

φT

µX

φ

φ

A map of T -algebras (X,φ) → (X ′, φ′) is given by any map X
f−→ X ′ such that the

following diagram commutes:

XT X ′T

X X ′

fT

φ′φ

f

They generalize the usual categorical notion of algebra, as e.g., in Mac Lane [ML63] &
[Mac65].

The adjoint pair which gives the maximal resolution is defined by

XFT = (XT,XT 2 µX−−→ XT ), for X an object in X and obvious definition for the
maps X → X ′ of X ;

(X,φ)UT = X and it is clear that FT is adjoint to UT .
The dual constructions for coadjoint pairs of functors and cotriples can now easily be

done, a maximal resolution is given by a category whose objects are called coalgebras,
G-coalgebras, if G is the given cotriple in X .

We say that a triple is a coadjoint triple in X if, as an endofunctor has an adjoint.
Dually we define adjoint triples on a category. One can also define coadjoint cotriples
and adjoint cotriples, and all these notions are related. If T is a triple in X , and it
has a coadjoint G, then G has canonically a cotriple structure. Moreover, the maximal
resolutions for both T and G are isomorphic categories. This can be seen roughly as
follows:

Since T has a triple structure, there are η, µ, satisfying the required equations. And

since T is adjoint to G, there are also natural transformations 1X
f−→ TG and GT

g−→ 1Y ,
satisfying the conditions for T to be adjoint to G. A cotriple structure for G can be given

as follows: let 1
ψ←− G

ν−→ G2 be defined by means of the two commutative diagrams below:

G 1

GT

gGη

ψ

G G2

GTG GTG2

GTTGG
GµG2GTfG

Gf

ν

gG2
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The category of G-coalgebras, GX , has as objects, pairs (Y, ϕ) with Y an object in X

and Y
ϕ−→ Y G a map in X , satisfying the three equations expressed by means of the

following commutative diagrams:

Y G

Y Y

Y G

ϕ Y ψ

ϕ ψY

Y

Y Y G

Y G Y GG
ϕG

ϕ

ϕ

νY

With the usual definition of adjoint functors (involving HOM-sets) one can immediately
see that X T ∼= GX , since for each object X of X , HOM(XT,X) ∼= HOM(X,XG), and
the commutativity of the diagrams follow from the way the cotriple structure for G was
defined.

Similarly, given a cotriple G which has an adjoint T , T can be given canonically a
triple structure. The compositions of both procedures give the identities. On the other
hand, if T is a triple on X which has an adjoint F , then F has a cotriple structure and
a cotriple with coadjoint induces a triple structure on the coadjoint. We can resume the
above considerations as follows:

Adj Triples(X ) = (Coadj Cotriples(X ))∗ and

Adj Cotriples(X ) = (Coadj Triples(X ))∗.

4.2. The equational closure of S I over Π

The category of sets and mappings has the property that any endofunctor which has
an adjoint is representable. Conversely, any representable endofunctor HI , for I ∈ |S |,
has an adjoint, namely the functor “crossing with I”, ( ) × I. This is so because in S ,
“Homing” and “Exponentiating” coincide so that HOM(I, ) is coadjoint to ( ) × I. If
we make the collection of coadjoint endofunctors of S into a category, with the usual
composition of functors (composition of functors with adjoint is again a functor with
adjoint) and define a functor from the category Coadj(S ) to S , using the remarks made
above, we have:

Coadj(S ) ∼= S ∗

since exponentiation (in this case HOM( , )) is contravariant on the exponent (on the
first variable).

The question is now to find out which coadjoint endofunctors of S are also triples on
S . By §4.1, the answer to this problem will be equivalent to the answer to the question:
which adjoint endofunctors of S have also a cotriple structure?

All adjoint endofunctors of S are of the form T = ( ) × I, for some I ∈ |S |. The
following is a cotriple structure on any such T and we will show that it is the only one it
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can have: letX
ψX←−− X×I νX−→ X×I×I be given, for each objectX of X , by (x, i)ψX = x

and (x, i)νX = (x, i, i) for (x, i) ∈ X × I. In other words, ψX is the projection onto X,
and νX is the map induced by the diagonal map I → I × I. That this is the only cotriple
structure for ( ) × I can be seen by the fact that if ψ′, ν ′ gave another, then ψ′ and ν ′

would have to satisfy a commutative diagram so:

X × I × I

X × I X × I

X × I × I

X×I

ν′X ψ′
XT

Tψ′
X×Iν′X

which means that: if (x, i)ψ′
X = (y, j, k) then ((y, j)ψ′

X , k) = (x, i) = ((y, j), k)ψ′
X×I

.

Therefore i = k. Also, ((y, j), i)ψ′
X = (x, i) and (y, j)ψ′

X = x so that (y, j) = (x, i) and
therefore y = x and j = i, so that (x, i)ν ′X = (x, i, i) and (x, i)ψ′

X = x.
The existence and uniqueness of the cotriple structure given by ψ, ν for ( )×I, implies,

by §4.1, that G = ( )I has always a triple structure, and that moreover, it is unique. This
is so for any set I. To calculate the triple structure on ( )I we have first to calculate

the natural transformations 1S
h−→ TG, GT

e−→ 1S which make T = ( ) × I adjoint to
G = ( )I . It is clear that for each X ∈ X , hX : X → (X × I)I is defined, for x ∈ X and
i ∈ I by i(xhX) = (x, i) and that eX : XI × I → X is just the evaluation map, i.e., for
f ∈ XI and i ∈ I, (f, i)eX = (i)f .

To define the induced triple structure on G, we have to use a procedure dual to the
one given in §4.1, since there it was a triple structure inducing a cotriple structure on the
coadjoint of the triple. So define

1
η−→ G

µ←− G2

at each X of X , by means of the commutativity of the two diagrams below:

X XI

(X × I)I

ηX

hX (ψX)I

(XI)I XI

((XI)I × I)I (XI × I)I

((XI)I × I × I)I

µX

h(XI )I

ν(XI )I eXI

eX

so that: for any x ∈ X and i ∈ I,
i(xηX) = i(xhXψX) = (x, i)ψX = x and i(fµX) = i(fh(XI)Iν(XI)IeXIeX) =

(f, i)(ν(XI)IeXIeX) = (f, i, i)eXIeX = ((i)f, i)eX = (i)((i)f).
Therefore, we have shown that

S ∗ = Coadjoint Triples(S ) = (Adjoint Cotriples(S ))∗
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and that the correspondences are given as follows:
given I in S , ( )I is a coadjoint endofunctor of S , which has a (unique) triple structure

given by η and µ defined as follows for x ∈ X and i ∈ I and f : I → XI : i(xηX) = x
and (i)(fµX) = (i)((i)f) and ( ) × I is an adjoint endofunctor of S , with a unique
cotriple structure induced by that of ( )I as follows, ψ, ν are defined, for x ∈ X and
i ∈ I by, (x, i)ψX = x and (x, i)νX = (x, i, i). Conversely, any coadjoint endofunctor of
S is representable by some I, i.e., is of the form ( )I = HOM(I, ), and has a unique
triple structure as given above, and an adjoint endofunctor of S , of the form ( )× I has
therefore an induced cotriple structure. The uniqueness of these structures imply that
the correspondence established is an isomorphism.

Therefore S ∗ gives all coadjoint triples in S , and we can now fix a set I and investigate
the nature of the T -algebras, with T being the triple given by ( )I . We recall that a ( )I-

algebra is a pair (X,φ) where X is an object in S , i.e., a set, and XI φ−→ X is a map in
S , i.e., an I-ary operation on the set X which, by the equations it has to satisfy, has a
two-sided identity and it is associative. And there is a universal resolution given by the
category of ( )I-algebras and a pair of adjoint functors relating it with S :

S T

S S

FT UT

T

We now claim that there is a pair of adjoint functors relating the category S I , of all
set-valued functors with domain the discrete category I, with S , whose composition is
the endofunctor ( )I . Let ∆ be a functor with domain S and codomain S I , defined, for
X and i ∈ I by (i)(X∆) = X; define Π: S I → S as usual, i.e., if F is an object in S I ,
let FΠ =

∏
i∈I(i)F . Then, it is easy to see that the following diagram is commutative:

S I

S S

∆ Π

T

This is so because, given X in X ,

X(∆Π) = (X∆)Π =
∏
i∈I

(i)(X∆) =
∏
i∈I

X = XI = X(( )I).

Adjointness is clear since (X∆, F )nat ∼=
∏
i∈I HOMS (X, iF ) ∼= HOMS (X,

∏
i∈I iF )

∼=
HOMS (X,FΠ).

Since the resolution given by the category of ( )I-algebras is the maximal universal
one, there exists a unique

ϕ : S I → S T
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such that the following diagram is commutative:

S I S T

S
Π

ϕ

UT

This says that S T is the equational closure (since S T is an equational category) of S I

over S . And the closure is given by the functor ϕ. The definition of ϕ will tell us how
to interpret functors with domain category, the discrete category I, and values in S , as
algebras with an I-ary operation (plus all derived operations from this one). We start by
the simplest case where I ∼= 2 ∼= |2|, i.e., S I = S ×S , and examine closely how ϕ is
defined in this case. The algebras are pairs (X, ◦) with X a set and ◦ a binary operation
on X satisfying the equations:

x ◦ x = x for any x ∈ X

(x1 ◦ x2) ◦ (x3 ◦ x4) = x1 ◦ x4 for any four elements x1, x2, x3 and x4 in X.

This is so, since if we denote the operation ◦ as before, by φ, the three equations to be
satisfied are given by the requirement that the two diagrams below commute:

X ×X

X X

X ×X
ηX

Xη φ

φ

X ×X ×X ×X X ×X

X ×X X

φT

µX

φ

φ

The first two equations read the same since xηX = (x, x). As for the third one, we
notice that an element of X4 = X × X × X × X, can be viewed as a function 2 → X2

as well, so that then, if f : 2 → X2, (i)(fµX) = (i)((i)f) and the four coordinates
x1, x2, x3, x4 stand respectively for (0)((0)f), (1)((0)f), (0)((1)f) and (1)((1)f). Now
we have that: (0)(fµX) = (0)((0)f) = x1 and (1)(fµX) = (1)((1)f) = x4 therefore,
(x1, x2, x3, x4)µX = (x1, x4).

On the other hand, (x1, x2, x3, x4) = ((x1, x2), (x3, x4)) ∈ X2 × X2, and
(x1, x2, x3, x4)(φ× φ) = ((x1 ◦ x2), (x3 ◦ x4)), so that applying φ to both we finally have
(by the commutativity of the square involved) that

((x1 ◦ x2) ◦ (x3 ◦ x4)) = ((x1 ◦ x2), (x3 ◦ x4))φ = (x1, x4)φ = x1 ◦ x4.

We now define ϕ as follows: for (A,B) ∈ S ×S , let (A,B)ϕ = (A × B, •) where •
is a binary operation defined as follows

(A×B)× (A×B)
•−→ A×B
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such that

(a0, b0) • (a1, b1) = (a0, b1). To see that this defines an algebra, we verify:

(a0, b0) • (a0, b0) = (a0, b0) and ((a0, b0) • (a1, b1)) • ((a2, b2) • (a3, b3)) = (a0, b1) •
(a2, b3) = (a0, b3) = (a0, b0) • (a3, b3).

Since A × B is the underlying set of the algebra, it is clear that fits well into the
diagram that has to commute, by uniqueness ϕ is the required functor. Moreover, ϕ is
full and has an adjoint in this case, as we will show.

To see that ϕ is full, let (A×B, •) f−→ (A′×B′, •′) be a homomorphism of algebras as
described above. Then, for any a0, a1 in A and any b0, b1 in B, the following holds:

(a0, b0)f •′ (a1, b1)f = ((a0, b0) • (a1, b1))f = (a0, b1)f , i.e., f = fpA′ × fpB′ which
means that it comes from a map of pairs (A,B)→ (A′, B′). Therefore, ϕ is full.

We now define an adjoint to ϕ. Given (X, ◦) there are sets AX and BX and a map
X → AX×BX which is an epimorphism. To see this, consider the following two relations
on X:

x =
A
y iff x ◦ y = y and x =

B
y iff x ◦ y = x.

Both are equivalence relations. We show it is so for =
A
, for example:

Since x ◦ x = x, =
A
is reflexive.

Let x ◦ y = y. Then, y ◦ x = (x ◦ y) ◦ x = (x ◦ y) ◦ (x ◦ x) = x ◦ x = x, and so it is
symmetric.

Assume x ◦ y = y and y ◦ z = z then, since by symmetry, we have also y ◦ x = x, then
x ◦ z = x ◦ (y ◦ z) = (y ◦ x) ◦ (y ◦ z) = y ◦ z = z and =

A
is transitive.

Therefore we can partition X into equivalence classes according to both equivalence
relations, and there is a canonical X → AX×BX which is an epimorphism: given (x, y) ∈
AX×BX we have that x◦y =

A
x and x◦y =

B
y because (x◦y)◦x = (x◦y)◦(x◦x) = x◦x = x

and (x ◦ y) ◦ y = (x ◦ y) ◦ (y ◦ y) = x ◦ y. So, let x ◦ y = z. Then zA = (x ◦ y)A = x and
zB = (x ◦ y)B = y.

If neither A nor B are empty, this z is unique, and the canonical map an isomorphism.
That means that ϕ would be faithful if in S 2 there were no functors with empty values
other than 0. This is not so, however. The only discrete I for which this would happen,
would be I ∼= 1, but this is the trivial case.

Let us take now any set I, then ϕ : S I → S T is clearly defined as follows: if F is
any object in S I , then Fϕ = (

∏
i∈I(i)F, φ) where φ is an I-ary operation defined by

(fφ)k = ((k)f)k for f ∈ (
∏
i∈I(i)F )

I . As before, it can be shown that ϕ is full and that it
has an adjoint. However, it is not faithful since any functor with empty values is sent to
the trivial algebra. However, for practical purposes, we can think of functors I → S , as
algebras with underlying set the product set of its values and an I-ary operation defined
on this product set by (fφ)k = (fk)k.
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4.3. Monoids in categories with multiplication and ground object

Following Mac Lane [Mac65], we say that A is a category with multiplication iff it is
a category together with a covariant (in both variables) bifunctor #: A × A → A .
For any two objects A,B of A , we will write A#B for the value of the bifunctor #

at the pair (A,B). Also, if A
f−→ A′ and B

g−→ B′ are any two maps in A , they in-
duce what we denote by f#g : A#B → A′#B′. That # is a bifunctor means that
1A#1B = 1A#B and that (f ′f)#(g′g) = (f ′#f)(g′#g), whenever the compositions
f ′f and g′g are defined. It is also assumed that there are given natural isomorphisms
a = a(A,B,C) : A#(B#C) ∼= (A#B)#C and c = c(A,B) : A#B ∼= B#A which express
associativity and commutativity for the multiplication, respectively.

An object I of A is said to be a ground object for # iff I behaves as an identity for
the multiplication #, that is, for any object A there are natural isomorphisms

e = e(A) = I#A ∼= A and e′ = e′(A) : A#I ∼= A.

Any category with finite roots and a terminal object is a category with multiplication
and a ground object, namely the categorical product is the multiplication and the terminal
object is the ground object.

However, we will be interested sometimes to have some other fixed object in the
category as the ground object for some multiplication in some category which should
approximate the original one as much as possible. To this end, we prove the following:

4.3.1. Proposition. Let X be any category with finite roots and let I be any object in
X . Then, there exists a category X̄ with multiplication for which I is a ground object.
There is also a functor ϕ : X → X̄ , such that for any two objects A and B in X ,
(A × B)ϕ = Aϕ#Bϕ, where # is the multiplication in X̄ . If I is an idempotent in X ,
then Iϕ ∼= I. If I is the ground object for the multiplication in X (i.e., I is the terminal
object) then ϕ is an equivalence of categories.

Proof. Let X̄ = (X , I× I), i.e., the category whose objects are maps in X of the form
A → I × I, where A is any object in X . It has been named by Grothendieck1 as the
category of objects in X over I × I. One can also think of the objects in X̄ as pairs of
maps A ⇒ I in X . As for the maps, they are, as usual, given by maps A → A′ in X ,
such that they can be thought of as a map in X̄ from the map A → I × I to the map
A′ → I × I iff the following triangle is commutative:

A A′

I × I

1Editors’ remark. In the original thesis, the attribution here is to Beck. However, on p. 21, the same
concept is attributed to Grothendieck, suggesting this attribution should also be to Grothendieck.
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We first show that X̄ has multiplication, as follows: given any two objects A
a0−−⇒
a1

I and

B
b0−−⇒
b1

I in X̄ , define A#B
c0−−⇒
c1

I as the object and the two maps into I which are the

exterior arrows in the following diagram, where the square is a pull-back:

I

A

A#B I

B

I

d0

a0

a1

b0

b1
d1

Then, I
I
−−⇒
I
I is a ground object for this multiplication (which is easily seen to be associa-

tive) since the pull-back of the relevant subdiagram in:

I

A

A I

I

I

A

a0

a1

I

I

a1

is given by the object A and the two dotted arrows, i.e., we have that A#I ⇒ I is given

by A
Aa0−−−−⇒
a1I

I = A
a0−−⇒
a1

I, and so, A#I ∼= A. Similarly, one can show that I#A ∼= A.

Define now ϕ : X → (X , I × I) as follows: given any object X ∈ X , let Xϕ =
X × I ⇒ I (i.e., the two maps are equal to the projection onto I). That ϕ preserves
multiplication can be seen as follows: the following is a pull-back diagram (plus two other
maps)

I

X × I

X × Y × I I

Y × I

I

pX×I

pI

pI

pI

pI

pY ×I

Therefore, (X × Y )ϕ = Xϕ#Y ϕ. Notice that this does not imply that I is a ground
object in X for ×, since Iϕ is not I but I × I → I × I. Also, even in the case where I is



CATEGORIES OF SET VALUED FUNCTORS 75

idempotent in X , so that Iϕ ∼= I, (A× I)ϕ ∼= Aϕ does not imply that A× I ∼= A since
ϕ need not be faithful. Obviously, if I is a ground object for X together with ×, then
( ) × I is an isomorphism. But in all cases it has a coadjoint, namely the one given by
the rule (X → I × I)⇝ X.

Eckmann and Hilton [EH62] gave the definition of a group in a category. It can also
be found in Freyd [Fre64] or Mitchell [Mit65]. However, in all these, the assumption that
the category has a zero object is rather important, besides the existence of finite roots.
We define here, along those lines, the notion of monoid in a category. The conditions for
a category to admit monoids in it, are the existence of a multiplication and of a ground
object for it.

By a monoid in the category A , where A is a category with multiplication # and
ground object I for #, we mean, an object A of A, together with maps in A :

A#A
m−→ A and I

η−→ A

satisfying three equations expressed by means of the commutativity of the following dia-
grams:

(A#A)#A A#A

A#A Am

A#m

m#A

m

A ∼= A#I A#A

I#A

A#A A

∼

η#A

m

A
m

A#η

If (A,m, η) and (A′,m′, η′) are both monoids in A , by a monoid homomorphism we mean

the obvious thing, i.e., any map A
f−→ A′ in A such that it preserves the multiplication

and the unit, m and η, of the monoid A (not to be confused with the multiplication
and ground object of the category A ), i.e., such that the following two diagrams are
commutative:

A#A A′#A′

A A′

f#f

m m′

f

A

I

A

η

η′

f

We now give two elementary examples:

1. S with × and 1 is a category with multiplication × and ground object 1. A monoid
in S , by the above definition, is any set together with maps M ×M m−→ M and
1

x−→ M . That is, a set M with a binary multiplication m and a chosen element x
of M , such that m is associative and x is a two-sided unit for m. This coincides
with the usual notion of monoid. Therefore, monoids in (S ,×, 1) are just ordinary
monoids.
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2. G with ⊗ and Z is a category with multiplication ⊗ and ground object Z. A monoid
in (G ,⊗, Z) is therefore, an abelian group R together with group homomorphisms

R ⊗ R m−→ R and Z
u−→ R, satisfying the usual equations. The multiplication in R

makes it into a ring and the existence of u implies that the ring has an identity.
Therefore, monoids in (G ,⊗, Z) are rings with identity. Monoid homomorphisms
become ring homomorphisms.

Other examples will be provided by the relative categories, which we introduce in the
next section.

4.4. Relative categories

As there are monoids, groups, or any given structured objects in categories, there can
be categories in categories, as well. For this, we need categories with finite roots, or,
at least, with products. Then, we can define categories in a category with finite roots,
where the objects in the relative category form not a set or a class necessarily, but will
be collected into an object in the base category. That is, if X is any category with
finite roots, and I any given object in X , we say that any monoid in (X , I × I) is
a category in X with I objects. We analyse the definition further. Since X has finite
roots, and I is an object in X , then by 4.3.1, we can define a multiplication# in (X , I×I)

for which I
I
−−⇒
I
I becomes a ground object.

To justify the name “category” for a monoid in (X , I×I), we interpret adequately the

maps which are assumed to exist: A
d−→ I×I, just because it is an object in (X , I×I) and

A#A
m−→ A, I

u−→ A, because it is furthermore a monoid, so that the following diagrams
are commutative:

A#A A

I × I

m

d#d d

I A

I × I
(I,I) d

u

and also there are commutative diagrams expressing the associativity of m and the fact
that u is a unit for m. The name “category” becomes clear if we take X to be S , so
that I is a set now.

We show that a category in S with I objects is an ordinary category which is small and
such that its class of objects is isomorphic to the set I. The object A in S , is interpreted

as the set of maps in the small category. The pair of maps A
d0−−⇒
d1

I are interpreted as the

functions which assign the domain and the codomain to each map in the category. The
set I is the set of objects in the category. Then, m will be interpreted as composition of
maps, and u as the assignment of identity maps, for each object in the category.

Actually, to understand this better, it is useful to make an analogy to fibre bundles.
Consider the category of objects in S over I × I as a category of fibre bundles. Then, A



CATEGORIES OF SET VALUED FUNCTORS 77

is the bundle space, I×I is the base space, d is the projection. Then, there are fibres over
points of the base space, i.e., for each (i, j) ∈ I×I, the fibre over (i, j) is Aij = d−1((i, j)),
and therefore, A, which is the set of all maps, is the disjoint union of the collection {Aij}
indexed by I × I. Obviously, in this analogy, Aij = d−1((i, j)) is correctly interpreted
as the set of all maps with domain i and codomain j: Aij is the inverse image of (i, j)
under d, where d can be replaced by the pair of maps (d0, d1). It is also correct to say
that A, the set of maps, is the disjoint union of all possible Hom-sets Aij (= HOM(i, j)),
because, for any map in the category there is an object i which is its domain and an
object j which is its codomain. As for the multiplication # for (S , I × I), we have
calculated it in §3.1, and we have that A#A is a bundle, whose fibre over (i, j) is given
by (A#A)ij =

∑
k Aik ×Akj . Now, to see that m can be interpreted as a composition of

maps, we see that m is just ∑
i,j

(
∑
k

Aik × Akj)
m−→ Aij

so that m is defined only for maps such that the codomain of the first is the domain of
the second. As for the map u : I → A, which assigns to each object in the category (i.e.,
to each element of I), a map (an element of A), has to satisfy conditions saying that
the domain and codomain of the map have to be both the given object (since there is a
condition expressed by the commutativity of a triangle saying so) and furthermore, since
u acts as a two-sided unit with respect to composition of maps (i.e., with respect to m)
then it is clear that (i)u is the identity map of the object i ∈ I.

This interpretation of categories in S with I objects as small absolute categories with
a set of objects isomorphic to I is, in fact, an isomorphism: to each relative category in S
with I objects, we make correspond a small category C, by letting |C| ∼= I, |C2| ∼= A so
that d0, d1,m, u have the usual meanings of domain, codomain, composition and identities.
Conversely, given any small category C, we can define a category in S with |C| objects,
where the usual maps domain, codomain, composition and assignment of identities can
now be viewed as maps in S .

This correspondence has no meaning outside of S . That is, if X is any category and
A is a category in X with X objects, where X is an object of X , then A need not be a
category, small or large.

4.5. Relative functor categories

Let X be a category with finite roots, and I an object in X . Let A be any category
in X with I objects. By this we mean, after §4.4, that A is an object in (X , I × I),

actually, it is a map A
d−→ I × I that is an object in (X , I × I) with A and d in X .

Consider now the category (X , I). Then, if A → I × I is an object in (X , I × I), the
functor ( )#A is an endofunctor of (X , I) as well as of (X , I × I), where it is obvious
how the definition should be. Actually, since A has a monoid structure over I × I, ( )#A
has a triple structure on (X , I). The algebras are given by pairs formed by an object
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X
g−→ I of (X , I) and a map in X , X#A

φ−→ X over I, i.e., such that the following
triangle commutes:

X#A X

I

g

φ

satisfying the equations expressed by the commutativity of the diagrams:

X ∼= (X#I
X#η−−−→ X#A

φ−→ X)

and

X#A#A X#A

X#A X

φ

X#µ

φ#A

φ

These algebras will be called relative functors, and the category whose objects are all
the [( )#A]-algebras, for A a category in X with I objects, will be called a
relative functor category and denoted (X , I)T = X (A), instead of X A.

A relative functor need not be a functor at all, it is a functor in X , with domain
category A, a category in X , and such that the rule for being a functor is encoded into

two maps in X , one giving the rule for the objects of the category X
g−→ I, and another

giving the rule of the functor for the maps of the category A, X#A
φ−→ X. This expresses

the usual idea that a functor has two “parts”, one is that of being a function defined on
the objects, and the other on the maps of the category.

We recall now that any endofunctor of S which has a coadjoint is of the form ( )×A
for some set A. It has a unique cotriple structure as we have shown in §4.2, but we remark
that it need not have a triple structure at all. Actually, if ( )× A had a triple structure,
this would mean that there are natural transformations

1S
η−→ ( )× A µ←− ( )× A× A

i.e., for each set X, there would be maps in S , X
ηX−→ X×X and X×A×A µX−−→ X×A,

satisfying the usual equations. But since the maps above are always induced by maps
1

u−→ A and A × A m−→ A, satisfying the equations for A to be a monoid, we have that
( ) × A is a triple on S iff A is a monoid. (The converse to the above is trivially true.)
Therefore, we have that

Adjoint Triples(S ) ∼= Monoids

In this case, the universal resolution is given by a category whose objects are pairs
(X, f) where X is a set and f : X × A→ X is the rule by which the monoid A operates
on the set X.

We remark that, since 1 is the ground object for the categorical product in S , the
relative categories in S with 1 object are, by definition, the monoids in the category



CATEGORIES OF SET VALUED FUNCTORS 79

(S , 1 × 1) ∼= S , i.e., the categories in S with 1 object are the monoids, but the usual
categorical notion of monoid is precisely, that it is any category with exactly one object
and endomorphisms of that object.

Using the same arguments, we have the conclusion that all adjoint triples on the
category of abelian groups are given precisely by functors of the form “tensoring with a
ring with unit”. As for the algebras, they are abelian groups on which the ring R acts
(if the triple considered is ( )⊗R), therefore, they are all R-modules. Finally, since Z is
the ground object for ⊗ in G , we have that Rings ∼= Adjoint Triples(G ); however, in this
case they are not relative categories since ⊗ is not the product but the coproduct in G .

From §3.1, we know that Adj(S I) ∼= S I×I . We now show that for any set I, viewed
as a discrete category,

(S , I) ∼= S I

This is so because: if A
p−→ I is any object in (S , I), let A∗ : I → S , a functor, be defined

as follows: (i)A∗ = Ai = (i)p−1. And for A
f−→ A′ a map in (S , I), (i.e., such that p =

fp′), define the corresponding natural transformation A∗ η−→ A′∗ by: ((i)A∗)ηi = (i)p−1f .
And since (i)p−1fp′ = (i)p−1p = i, then (i)p−1f ∈ (i)p′−1 = (i)A′∗.

Conversely, given any functor F : I → S , let A =
∑

i∈I(i)F and let A
p−→ I simply be

such that for each x, xp = i iff x ∈ (i)F . And given η : F → F ′, natural, for each i we
have ηi : (i)F → (i)F ′ which induces

A =
∑

i∈I(i)F
∑

i∈I(i)F
′ = A′

I
p p′

which is commutative, since for x ∈ A, say x ∈ (i)F for some i ∈ I, then xp = i by
definition of p and xfp′ = (xf)p′ = i since xf ∈ (i)F ′. It is now easy to see that
compositions of the two functors defined give the corresponding identities.

With this result, we can finally prove that the adjoint triples on S I are given by the
small categories with a set of objects isomorphic to the set I: we have that Adj(S , I) ∼=
Adj(S I) ∼= S I×I ∼= (S , I × I) so that

Adj Triples(S I) ∼= Adj Triples(S , I) ∼= Monoids(S , I × I) ∼= CatS (I).

Let CI denote the category of all small categories with a set of objects isomorphic to
the set I. Since CatS (I) ∼= CI , we have that

Adj Triples(S I) ∼= CI

And for each C such that |C| ∼= I, the corresponding adjoint triple on S I has a
resolution given by the diagrammatic category S C, which, though not the maximal one,
can be approximated to the category of algebras corresponding to the triple, which is
precisely the functor category (relative) which we have denoted S (C).
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Clemens Berger, Université de Nice-Sophia Antipolis: cberger@math.unice.fr
Julie Bergner, University of Virginia: jeb2md (at) virginia.edu

Richard Blute, Université d’ Ottawa: rblute@uottawa.ca
John Bourke, Masaryk University: bourkej@math.muni.cz
Maria Manuel Clementino, Universidade de Coimbra: mmc@mat.uc.pt
Valeria de Paiva, Topos Institute: valeria.depaiva@gmail.com
Richard Garner, Macquarie University: richard.garner@mq.edu.au
Ezra Getzler, Northwestern University: getzler (at) northwestern(dot)edu

Rune Haugseng, Norwegian University of Science and Technology: rune.haugseng@ntnu.no
Dirk Hofmann, Universidade de Aveiro: dirk@ua.pt
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